6034

IEEE TRANSACTIONS ON IMAGE PROCESSING, VOL. 26, NO. 12, DECEMBER 2017
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Abstract—1In this paper, we propose a novel adaptive
chroma subsampling-binding and luma-guided (ASBLG) chroma
reconstruction method for screen content images (SCIs). After
receiving the decoded luma and subsampled chroma image from
the decoder, a fast winner-first voting strategy is proposed to
identify the used chroma subsampling scheme prior to com-
pression. Then, the decoded luma image is subsampled as the
identified subsampling scheme was performed on the chroma
image such that we are able to conclude an accurate correlation
between the subsampled decoded luma image and the decoded
subsampled chroma image. Accordingly, an adaptive sliding
window-based and luma-guided chroma reconstruction method is
proposed. The related computational complexity analysis is also
provided. We take two quality metrics, the color peak signal-
to-noise ratio (CPSNR) of the reconstructed chroma images and
SCIs and the gradient-based structure similarity index (CGSS)
of the reconstructed SCIs to evaluate the quality performance.
Let the proposed chroma reconstruction method be denoted as
‘ASBLG’. Based on 26 typical test SCIs and 6 JCT-VC test screen
content video sequences (SCVs), several experiments show that on
average, the CPSNR gains of all the reconstructed UV images by
4:2:0(A)-ASBLG, SCIs by 4:2:0MPEG-B)-ASBLG, and SCVs
by 4:2:0(A)-ASBLG are 2.1, 1.87, and 1.87 dB, respectively,
when compared with that of the other combinations. Specifically,
in terms of CPSNR and CGSS, CSBILINEAR-ASBLG for the
test SCIs and CSgicupic-ASBLG for the test SCVs outperform
the existing state-of-the-art comparative combinations, where
CSpiLINEAR and CSpicupic denote the luma-aware based
chroma subsampling schemes by Wang ef al.

Index Terms— Chroma reconstruction, chroma subsampling,
color gradient-based structure similarity index (CGSS), color
peak signal-to-noise ratio (CPSNR), high efficiency video
coding (HEVC), screen content images (SCIs), winner-first voting
strategy.

I. INTRODUCTION

CREEN content images (SCIs) are computer generated
images for screen display and one SCI usually contains
a few different objects, such as symbols, characters, graphics,
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and/or natural subimage(s). The former three objects are often
rendered with few colors, sharp edges, and thin lines while
the natural subimage often has continuous-tone colors, blurred
edges, and thick lines. Because mobile phones have gained
great popularity, SCIs have been widely used in many appli-
cations [9], [11], such as video conferencing, cloud computing,
screen sharing, remote desktops, and so on. Accordingly,
the High Efficiency Video Coding (HEVC) standard includes
the Screen Content Coding (SCC) extension [15], [22] in its
extended version. In the HEVC-SCC extension, researchers
have contributed achievements in various aspects, including
intra line copying [1], block vector prediction [23], palette
index coding [17], quality assessment metrics [13], [20],
the just noticeable difference (JND) model [21], the segmen-
tation algorithm [12], and chroma reconstruction [19].

In the traditional coding system, as shown in Fig. 1, prior
to compression, the input RGB image is first transformed
into a YUV image, and then the chroma UV image is
subsampled by the adopted subsampling scheme. Afterwards,
the subsequent processes, such as encoding the subsampled
YUV image, transmitting the encoded subsampled YUV
image to the decoder, decoding the compressed subsam-
pled YUV image, reconstructing the chroma image, and
transforming the YUV image to an RGB image, follow.
Before introducing the existing chroma reconstruction meth-
ods and highlighting their weaknesses, we introduce the
existing chroma 4:2:0 subsampling schemes, although all the
discussions in this paper are also applicable to the chroma
4:2:2 subsampling schemes. For convenience, the three terms
“chroma 4:2:0 subsampling”, ‘“chroma subsampling”, and
“chroma downsampling”, are used interchangeably. The two
terms, “chroma reconstruction” and “chroma upsampling”, are
also used interchangeably.

We first introduce eight existing chroma subsampling
schemes. The 4:2:0(A) determines the one sampled U and V
components, U; and Vs, by averaging all the U and V com-
ponents of the 2x2 UV block. The 4:2:0(L) and 4:2:0(R)
determine U; and Vi by averaging the U and V compo-
nents in the left and right columns of the block, respec-
tively. The 4:2:0(DIRECT) selects the upper-left U and V
components of the block as the U and Vi, respectively.
The 4:2:0(MPEG-B) performs the 13-tap filter with mask
[2,0,—4,-3,5,19,26,19,5, -3, —4,0, 2]/64 on the upper-
left U and V components of the block to estimate Us
and Vi, respectively. Zhang et al. [26] presented IDIDNEDI
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Fig. 1. The traditional coding system.

subsampling scheme which joints the interpolation-dependent
image downsampling (IDID) process and the new edge-
directed interpolation (NEDI) based upsampling process [10]
together such that the error of the reconstructed chroma
image could be minimized. Wang et al. [19] presented two
improved chroma subsampling schemes, called CSpiLINEAR
and CSgjcupic which are bundled together with BILINEAR
upsampling and BICUBIC upsampling [7], respectively, which
should be known in advance such that theoretically, the quality
distortion can be minimized. In addition, due to employ-
ing the major color and index map (BCIM) representation,
i.e. the Palette mode [14], in the luma and chroma images,
the reconstructed chroma image has better quality perfor-
mance. The set of the concerned eight existing subsampling
schemes is denoted by CS={4:2:0(A), 4:2:0(L), 4:2:0(R),
4:2:0(DIRECT), 4:2:0MPEG-B), IDIDngEDI, CSBILINEAR,
and CSgicusic}-

A. Existing Chroma Upsampling Methods and Weaknesses

The existing chroma upsampling methods can be classified
into two categories: the luma-independent chroma upsampling
category and the luma-dependent chroma upsampling category.
As for the luma-independent category, the COPY, 6-TAP [6],
BILINEAR, BICUBIC, NEDI, and soft decision adaptive
interpolation (SAI) [25] are six popular methods. In the COPY,
all the pixels of the 2x2 chroma block receive the subsampled
chroma components. In 6-TAP, the filter is realized by running
the mask [1, —5, 20, 20, —5, 1]/32 centered at each missing
chroma pixel location to restore the missing chroma pixel.
The BILINEAR and BICUBIC apply the bilinear and bicubic
interpolations, respectively, to reconstruct the chroma image
from the subsampled chroma image. The NEDI is a modified
Wiener filter-based chroma upsampling method and its quality
performance is better than that of the edge-directed interpo-
lation (EDI) [3]. The SAI interpolates the missing pixels in
each 2x2 chroma block by jointly training the relationship
not only between the known pixels and the missing pixels but
also between the missing pixels themselves to improve the
NEDI. The main weakness existing in the luma-independent
category is that each reconstructed chroma pixel is interpolated
by only taking its locally neighboring subsampled chroma
pixels into account, leading to limited quality improvement
of the reconstructed chroma image and SCI.

As for the luma-dependent chroma upsampling category,
the luma-assisted chroma upsampling (LAU) method [8],
the guided-filter (GF) method [5], the guided chroma
reconstruction (GCR) method [18], and the luma aware

chroma downsampling and upsampling (LACDU) method [19]
are four state-of-the-art chroma upsampling methods. The
4:2:0(A)-LAU combination incorporates the mean squared
luma difference between the neighboring chroma pixels of
the current missing chroma pixel and the co-located luma
pixel into the bilinear interpolation to achieve better quality
gain of the reconstructed chroma image when compared
to the combination 4:2:0(A)-BILINEAR. The GF applies
a linear regression technique to obtain the mapping from
each subsampled luma block to the co-located subsampled
chroma block, and then the corresponding chroma pixel is
reconstructed. The main weakness of the GF is the lack of
employing the adopted chroma subsampling information in
the luma-guided chroma reconstruction process. In addition,
the GF ignores the “out of the min-max range problem,” which
will be described in Sections III-B, in chroma reconstruction.
Both weaknesses degrade the quality performance of the GF.
GCR reconstructs the chroma block when the co-located
luma block is a textural block and it matches one of two
assumptions, “assumption 1: the block must have at most
four different luma values and under this condition, if two
luma pixels in the block have the same luma value, they
also have the same chroma value,” and “assumption 2: the
chroma component has the same (or inverse) texture as
the luma component between the minimum and maximum
values.” Consequently, a partial chroma image consisting of
those textural chroma blocks is reconstructed by the linear
regression approach while the remainder consisting of those
non-textural chroma blocks is reconstructed by the 4-TAP
method. The authors state that the chroma subsampling
information is employed in some cases when applying
assumption 2. However, the concrete procedure to identify the
chroma subsampling information from the subsampled YUV
image is not provided in [18]. In addition, the GCR ignores
the out of the min-max range problem. Experimental results
indicate that the GCR has superior quality performance of
the reconstructed chroma image compared with the 4-TAP
in HEVC. Due to employing the BCIM representation in
the luma and chroma images [19], the experimental results
showed that the two combinations, CSgiiNgarR-LACDU and
CSgicusic-LACDU, have superior quality performance when
compared with the comparative combinations, including
IDIDNEDI-NEDI,  4:2:0(A)-(BILINEAR/BICUBIC), MPEG-
B-(BILINEAR/BICUBIC),  (4:2:0(A)/MPEG-B)-GF, and
IDID-GF. Here, (4:2:0(A)/MPEG-B)-GF denotes that the
chroma subsampling process is 4:2:0(A) (or the MPEG-B) and
the chroma reconstruction process is the GF. The constraint
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existing in LACDU is that it must bundle with CSpi_INEAR
(or CSgicusic) chroma subsampling scheme.

Since in the three comparative combinations, IDIDNEgp]-
NEDI, CSBILINEAR-LACDU, and CSBICUBlc-LACDU, luma-
aware based chroma subsampling process and the chroma
reconstruction process are bundled together, we partition the
set CS into two subsets, CS; = {4 : 2 : 0(A), 4:2:0(L),
4:2:0(R), 4:2:0(DIRECT), 4:2:0(MPEG-B)} and CS, =
{IDIDNEDI, CSBILINEAR, CSBICUBIC}- Similarly, the set CR is
partitioned into two subsets, CR; = {COPY, 6-TAP, BILIN-
EAR, BICUBIC, NEDI, SAI, GF, GCR, LAU, ASBLG},
in which ASBLG denotes our proposed chroma reconstruction
method which will be presented in Sections II and III, and
CR, = {NEDI, LACDU, ASBLG}. Throughout this paper,
the term ‘ASBLG’ and the term ‘the proposed ASBLG chroma
reconstruction method’ are used interchangeably.

B. Motivation and Contributions

To overcome the weaknesses mentioned in the existing
chroma reconstruction methods and to take the special char-
acteristics of the SCIs, mentioned in the first paragraph of the
Introduction section, into account, in this paper, we propose
an effective adaptive chroma subsampling-binding and luma
guided chroma reconstruction method for SCIs. First, we study
how to represent the correlation distortion degree (CDD)
between the subsampled luma and the co-located subsampled
chroma block-pair, and point out that the CDD value under
the same subsampling circumstance is often much less than
that under different subsampling circumstance. In addition,
we show that the lower the value of CDD, the higher the
accuracy of the reconstructed chroma component. At the
client side, we thus aim at identifying the used chroma
subsampling scheme from the decoded UV image without any
prior information. To this end, we propose a fast winner-first
voting strategy to identify the adopted chroma subsampling
scheme used prior to compression. Accordingly, the decoded
luma image is subsampled by the identified subsampling
scheme. Because the subsampled luma and the co-located
subsampled chroma block-pair is under the same subsam-
pling circumstance, it provides an opportunity to derive a
more accurate correlation between the two blocks. Further,
an adaptive sliding window-based and luma-guided regres-
sion approach is proposed to reconstruct the current chroma
pixel. However, when the current decoded luma pixel is on
the boundary between the foreground and the background,
its pixel value usually varies and tends to be out of the
min-max range, [min(Y{,Y;,...,Y,), max(Y{, Y5, ..., Y],
where Y{,Y], ..., and ¥, denote the subsampled luma pixels
in the luma block. The out of the min-max range problem often
makes the luma-guided reconstructed chroma value unreliable.
As soon as the alarm of the out of the min-max range
problem is given, the sliding-window is enlarged to alleviate
this problem and increase the chroma reconstruction accuracy.
The above-proposed adaptive chroma subsampling-binding
and luma-guided (ASBLG) chroma reconstruction method is
simply called ASBLG. The related computational complexity
analysis of ASBLG is also provided. Based on 26 typical test
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SCIs collected from the websites in [13] and [19], and 6 SC
videos (SCVs) from JCT-VC test video sequences [24], several
experiments in HEVC reference software are carried out to
show the quality merit of the proposed ASBLG method. Here,
the four used quality metrics are the average color peak signal-
to-noise ratio (CPSNR) of the reconstructed chroma images,
SCIs, and SCVs, the average color gradient-based structure
similarity index (CGSS) [13] of the reconstructed SCIs and
SCVs, the visual effect of the reconstructed SCIs, and the
rate-distortion curve (RD curve) of the reconstructed SCIs and
SCVs. For any fixed chroma subsampling scheme cs in CSy,
¢s-ASBLG has superior quality performance when compared
with any comparative combinations {c,-c, | the chroma recon-
struction method c, is in CRy}. The average CPSNR gain
of all the reconstructed UV images by 4:2:0(A)-ASBLG is
2.1 dB when compared with that of the other nine combina-
tions. The average CPSNR gain of the reconstructed SCIs by
4:2:0(MPEG-B)-ASBLG is 1.87 dB when compared with that
of the other nine combinations. The average CPSNR gain of
the reconstructed SCVs by 4:2:0(A)-ASBLG is 1.87 dB when
compared with that of the other nine combinations. Among
all the comparative combinations in CSxCR, CSpiLINEAR-
ASBLG for the test SCIs and CSgicupic-ASBLG for the test
SCVs have the best average CPSNR and CGSS performances,
in which the chroma subsampling schemes, CSpNEAR and
CSgicusic, were proposed by Wang ef al. [19] and ASBLG
is our proposed chroma reconstruction method.

The rest of this paper is organized as follows. In Section II,
based on the proposed CDD metric for the subsampled luma
and chroma block-pair, we study how CDD affects the accu-
racy of the reconstructed chroma component. Accordingly,
in Section III, a fast winner-first voting strategy is proposed
to identify the chroma subsampling scheme which had been
adopted at the server side. Next, the decoded luma image is
subsampled by the identified subsampling scheme. Further,
ASBLG is proposed to reconstruct the chroma image at the
client side. In Section IV, several experiments are conducted to
demonstrate the quality superiority of ASBLG. In Section V,
some concluding remarks are addressed.

II. CDD BETWEEN THE SUBSAMPLED LUMA
AND CHROMA BLOCK-PAIR

Firstly, we propose a correlation point set (CPS) repre-
sentation to denote the correlation between the subsampled
decoded luma block and the co-located decoded subsampled
chroma block under the same and different subsampling
circumstances. Secondly, based on the CPS representation,
a useful metric CDD is proposed to measure the CPS between
the subsampled luma and chroma block-pair, and the CDD
under the same subsampling scheme could be the lowest when
compared with that under different subsampling schemes.
Finally, we point out that the lower the CDD is, the higher
the chroma reconstruction accuracy is.

A. The CPS Representation Between the Subsampled
Luma and Chroma Block-Pair

For easy exposition, a real small example is taken to
assist the explanation. Fig. 2(a) depicts a 5x5 chroma
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Fig. 2. An example used to illustrate the CDD between the subsampled luma and chroma block-pair. (a) 5x5 chroma block. (b)Subsampled chroma block
by 4:2:0(L). (c)Co-located 5x5 luma block. (d) Subsampled Iuma block by 4:2:0(A). (e) Subsampled luma block by 4:2:0(L). (f) Subsampled Iuma block by
4:2:0(R). (g) Subsampled luma block by 4:2:0(DIRECT). (h) Subsampled luma block by 4:2:0(MPEG-B). (i) Subsampled luma block by 4:2:0(IDIDNED])-
(j) Subsampled luma block by 4:2:0(CSgyINEAR)- (k) Subsampled luma block by 4:2:0(CSgicuBIC)-

block cut off from the 12th SCI in the test SCI set.
Running 4:2:0(L) on Fig. 2(a), Fig. 2(b) illustrates the
subsampled chroma block after translating a half pixel to
the north. Fig. 2(c) shows the 5x5 luma block. Let the
5>25 subsampled luma and chroma blocks be cgenoted by

1(ls) (— / / / / / / / / / 1(cs) (— /
U3 U Uy U, Uy, U, G 4 espestivey hre L and .

5, Uz, Uy, Us, Ug, Uy, Ug, Uy}, respectively, where [ and ¢,
denote the adopted luma and chroma subsampling schemes
in CS.

The CPS between Y'() and U'(®) is expressed as
{(U,Y)), (U, Y3),...,(Us, Yg)}. The eight correlations
between the 5x5 subsampled chroma block UM (=
U /4:2:O(L)), as shown in Fig. 2(b), and the eight co-located
5x5 subsampled luma blocks, as shown in Figs. 2(d)-(k),
are depicted by the eight CPSs, as shown in Figs. 3(a)-(h),
respectively, in which the x-axis denotes the subsampled
chroma value and the y-axis denotes the subsampled luma
value. From the distributions of the eight CPSs in Fig. 3, we
observe that the CDD between U’ and Y is the lowest
among the eight CPSs.

B. A Metric CDD to Measure the CPS for the Subsampled
Luma and Chroma Block-Pair

In this subsection, a robust metric CDD is proposed to
measure the CPS for the subsampled luma and chroma

block-pair. The correlation for the block-pair (U'®), y/(s))
can be determined by solving the following overdetermined
system:

[y, 1 K
Y, 1 U}
a
vl =| U3 (1)
b
Yy 1] LUs_

The correlation parameter-pair (a, b) can be solved by linear
regression and it yields

— - — R - -

vy 177 [y 1 vy, 17" [u

v, 1| |y o1 v, 1| |u
Gl 1] v vio1| Ui
b

vy 1] |vo1]) w1 vl

Geometrically, the two correlation parameters, a and b,
could be the slope and intercept of the fitting line:
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for (U’ y/(CSBICUBIC)),

U = aY + b, respectively, where U and Y indicate the vari-
ables on the chroma axis and the luma axis. Therefore, the
CDD of (U'W), Y'(s)) can be expressed as

9
CDD(U/(CS), Y/(ls)) — Z
i=1

la in’—}—b—Ui’I2
a?+1

3)

For example, by (2), the correlation parameter-pair for
(U'®), y'PIRECT)y corresponding to (Fig. 2(b), Fig. 2(g)) is

given by
a 0.38
M - [25.83} @

Accordingly, the fitting line is equal to U" = 0.38 x Y/ +
25.83, which is denoted by the green line in Fig. 3(d). By (3),
the CDD of (U'®, y/®PIRECT) i equal to

cDDU'D, y'PIRECD)y — 7183 3 (5)

Since the CDD of (U'W, y/PIRECT)) is large, it implies that
the correlation between the subsampled chroma block by
4:2:0(L) and the subsampled luma block by 4:2:0(DIRECT)
is rather dispersed. On the other hand, the probability
of 4:2:0(DIRECT) being the candidate chroma subsampling
scheme is relatively low, to say the lowest.

By the same argument, the correlation parameter-pair
and the CDD of (U™, Y'™) corresponding to (Fig. 2(b),
Fig. 2(e)) are equal to

[Z} - [Eﬁ} and CDD(U'D,YM) =1.16  (6)
Clearly the value of CDD(U'™, Y'Y in (6) is rather small
and much less than the value of CDD(U'W, y/(DIRECT))
As for the candidate chroma subsampling scheme, the prob-
ability of 4:2:0(L) is much higher than that of the
4:2:0(DIRECT). Consequently, we take the CDD defined in (3)
as the metric to assist the identification of the used chroma
subsampling scheme which had been used at the server side.
When one candidate chroma subsampling scheme finally turns

out to be the true chroma subsampling scheme, it can be used
to subsample the decoded luma image in order to obtain an
accurate correlation platform between the subsampled luma
and chroma image-pair, and further to achieve better chroma
reconstruction results.

C. The Relation Between the CDD and the Chroma
Reconstruction Accuracy

In this subsection, we investigate how the CDD affects the
chroma reconstruction accuracy. It is known that the CDD
of (U'M™, y'(PIRECT)y j5 2183.3. By (4) and the central luma
pixel value of Fig. 2(c), 141, the central chroma pixel value
of Fig. 2(b) can be reconstructed by

Us =0.38 x 141 +25.83 =79 (7

Subtracting the central chroma pixel value of Fig. 2(a), 74,
from the reconstructed central chroma value, 79, the chroma
reconstruction distortion is 5 (= 79 — 74). We now consider
the block-pair, (U™, Y'M), under the same subsampling
circumstance. By (6), it yields

UL =056 x 141 + (—4.4) = 75 (8)

Subtracting the central chroma pixel of Fig. 2(a) from the
reconstructed central chroma value, 75, the chroma recon-
struction distortion is only 1 (= 75 — 74). We conclude that
under the same subsampling scheme for luma and chroma
block-pair, it leads to higher chroma reconstruction accuracy.
It motivates us to develop an adaptive chroma subsampling-
binding luma-guided chroma reconstruction method, ASBLG,
in order to increase the quality of the reconstructed chroma
image and SCI.

III. THE PROPOSED CHROMA RECONSTRUCTION
METHOD: ASBLG

Due to the correlation between the decoded subsampled
luma and chroma block-pair under the same subsampling
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Fig. 4. Four block types. (a) Type A. (b) Type B. (c) Type C. (d) Type D.

scheme and the sharp edge coincidence between the block-
pair in SCI, in Subsection III-A, we propose a winner-
first voting strategy at the client side to identify the used
chroma subsampling scheme at the server side. In addition,
the related computational complexity analysis is provided. In
Subsection III-B, ASBLG is proposed and the computational
complexity analysis is also provided.

A. Winner-First Voting Strategy to Identify the Used
Chroma Subsampling Scheme

We begin with the definition of the accumulated
CDD (ACDD), and then present the proposed luma-guided
winner-first voting strategy to automatically identify the used
chroma subsampling scheme.

1) Luma-Guided Winner-First Voting Strategy: After receiv-
ing the decoded luma image Y and the subsampled chroma
image U'(®) from the decoder, our goal is to efficiently
identify the used subsampling scheme c;. We first create
eight different 5x5 subsampled luma blocks by running the
eight subsampling schemes in CS on the current 5x5 luma
block. Since the proposed identification strategy is a block-
based approach, the configuration of the subsampled pixels
in one 5x5 subsampled luma and chroma block-pair may
be the type A block with nine subsampled pixel-pairs in
Fig. 4(a), the type B block with six subsampled pixel-pairs
in Fig. 4(b), the type C block with six subsampled pixel-
pairs in Fig. 4(c), or the type D block with four subsampled
pixel-pairs in Fig. 4(d).

In our example, the initial used chroma subsampling
scheme is assumed to be 4:2:0(L). According to the row-major
scanning order, the first 5x5 subsampled type A chroma block
and the eight generated 5x5 subsampled type A luma blocks,
as shown in Fig. 2(b) and Figs. 2(d)-(k), respectively, are
denoted by U'®M) | y/ (&) y(L) y/®)  y/DIRECT) y(MPEG-B)
Y’(IDIDNEDI)’ Y/(CSBILINEAR)’ and Y’(CSBICUBIC)’ respectively.
By (3), after the first iteration, we have the eight CDDs:
cpDDO W'D, y®y = 183.72, cDDWD UV, y'L)
1.16, ¢cpDDOW'D y®y = 80267, CDDD W'D,
y/(PIRECT)) — 2183.3, cpDDWD (U’ y/MPEG-B)) — 20593,
cppW ('@, y'Dbxep)y = 651.13, ¢cDDWD(U'D),
y/(CSBILINEAR)) = 616.97, and CDDWV (U'D), Y/(CSBICUBIC)) =
634.91. Among the above eight CDDs, the value of
coDWW D, y'Wy 116, is the smallest one. Thus,
we select 4:2:0(L) as the candidate subsampling scheme
and 4:2:0(L) gets the second vote. In the second iteration,
we only calculate the value of Error®U'®, y' L),
Then, after performing the first two iterations, the value
of ACDD is defined to be ACDDI=k=2) /™) y'L)) —
Z,%Zl CcDDW (U™ y' M)y which will be used to examine

° @ 216 | 235 | 235 | 234 175 200
165 | 183

o (@ 8 @
222|209 | 170 171

0 @ 235 | 235 | 234 | 234 | 234 219 234

() (b) (©

Fig. 5. The example used in the second iteration of the proposed winner-first
voting strategy. (a) Subsampled type B chroma block. (b) Co-located luma
block. (c) Subsampled type B luma block by 4:2:0(L).
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Fig. 6. Final votes and ACDDs of the eight subsampling schemes for the
12th test SCI by the proposed winner-first voting strategy.

whether 4:2:0(L) continues to reserve the candidate
subsampling scheme role or not. This is why it is called
the winner-first voting strategy. Returning to our example,
in the second iteration, we shift one pixel to the right to pick
up the next 5x5 subsampled type B chroma block and the
co-located 5x5 luma block, as shown in Fig. 5(a) and
Fig. 5(b), respectively. After running 4:2:0(L) on the current
luma block in Fig. 5(b), the subsampled type B luma block is
shown in Fig. 5(c). By (3), it yields CDD@ (U'®), y' L)y =
0.69 and ACDDU=k=2) ('™ y' L)) = 116 + 0.69 = 1.85.

After performing the first two iterations, the value of
ACDDU=k=2) (/@) y"L)) 185, is the smallest one among
the eight temporary ACDDs. In the third iteration, we continue
to select 4:2:0(L) as the candidate subsampling scheme and
4:2:0(L) gets one more vote. We repeat the above process
until all the necessary decoded subsampled chroma and luma
block-pairs in the decoded subsampled YUV image have been
completed. Based on the 12th test SCI, the final votes and
ACDDs of the concerned eight subsampling schemes are listed
below:

ACDDU=k=33619) (/L) [y Ay — 925147
AC D D1=k=333670) /(L) |y (L)) — 925080
ACDDU=k=1658) (/) [y 'Ry — 927693
ACDD(1§k§501O7)(U/(L), Y/(DIRECT)) — 925279
ACDD(1§k522544)(U/(L), Y/(MPEG-B)) — 925160
AC D D(1=k=2820) (U/(L), Y’(IDIDNEDI)) — 928058
ACDDUSkEz%SZ)(U/(L), Y’(CSBILINEAR)) — 925434
ACDD(lkaZI%O)(U/(L), Y/(CSBICUBIC)) = 925277 (9)

where all the final ACDDs are truncated to integers. From (9),
the final ACDD and votes of 4:2:0(L) in boldface are
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925080 and 333670, respectively, which are the smallest and
largest in the concerned eight final ACDDs and votes. Accord-
ingly, 4:2:0(L) is the identified true subsampling scheme.
Fig. 6 depicts the final ACDD and votes of the eight sub-
sampling schemes. In Fig. 6, except 4:2:0(L), the sum of the
final votes of the other seven subsampling schemes is 172186
(= 35619+ 16554450107 + 22544 42820422682 +21860).
In total, the sum of final votes of the eight subsampling
schemes is 505856 (= 333670+ 172186) which is the size of
the 12th decoded luma SCI. It implies that the computational
complexity of the proposed subsampling scheme identification
is proportional to the image size.

2) Computational Complexity Analysis: In each iteration,
the proposed winner-first voting strategy consumes most of
the computational efforts in running the candidate subsam-
pling scheme on the current 5x5 luma block, solving the
correlation parameter-pair, calculating the ACDD of the cor-
responding blockpair, and selecting the next candidate sub-
sampling scheme. When there are more than two candidate
subsampling schemes with the same ACDD, we randomly
select any of them as the next candidate subsampling scheme.
Let the number of total pixels of the image be P. Accordingly,
the number of total iterations in the proposed voting strategy
is bounded by O(P), where the complexity definition in terms
of big-O is suggested to refer to [2]. In fact, all the historically
solved O(P) correlation parameter-pairs of the final identified
subsampling scheme, 4:2:0(L) in our example, can be reserved
in one hash table H[] with memory size O(P). Similarly, all
of the historically subsampled decoded luma blocks by the
4:2:0(L) can be reserved in one array L[,] with memory size
O(P). The built up hash table H[] and array L[,] can be reused
in the subsequent adaptive luma-guided chroma reconstruction
process which will be described in the next subsection, leading
to computation-saving effect.

B. Proposed Adaptive Luma-Guided Chroma
Reconstruction Method

In this subsection, we first highlight the out of the min-
max range problem, which occurs in the luma-guided chroma
pixel reconstruction, and then propose an adaptive sliding-
window based approach to alleviate this problem. Furthermore,
the related computational complexity is provided. According
to the identified subsampling scheme, the 4:2:0(L) in our
example, for each 2x2 luma block in the decoded luma image,
we determine the subsampled luma value Y by averaging the
two Y components in the left column of the block.

1) Adaptive  Luma-Guided Chroma  Reconstruction:
As mentioned in the first paragraph of Section III, for the
SCIs, the sharp edge between the decoded subsampled luma
and chroma block-pair under the same subsampling scheme
is often coincident. However, the original luma pixel value
on the boundary between the foreground, e.g. text, and the
background often varies. If the central pixel value of the
5x5 subsampled Iuma block, Ycenrer, is out of the min-max
range [min(Y{,Y,,...,Y,), max(Y{,Y;,...,Y,)], the solved
correlation parameter-pair of the 5x5 subsampled luma and
chroma block-pair may be unreliable, and this out of the
min-max range problem may cause a biased chroma pixel
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Fig. 7. An example used to illustrate the proposed adaptive sliding-window
based chroma reconstruction process. (a) 7x7 luma block. (b) Co-located
7x7 chroma block. (c) Central 5x5 subsampled luma block by 4:2:0(L).
(d) Central 5x5 subsampled chroma block by 4:2:0(L). (e) Central
7x7 subsampled luma block by 4:2:0(L). (f) Central 7x7 subsampled chroma
block by 4:2:0(L).

reconstruction. Practically, a small tolerance value ¢ is added
to make the min-max range bigger. That is, the min-max range
becomes [min(Y{,Y,,...,Y;)—¢, max(Y{,Y;,...,Y,)+¢l
We’ve tried the value of ¢ from 0 to 25, and the exper-
imental results indicate that when the tolerance value ¢ is
5, the average quality of the reconstructed images is the
best to all the test images. Figs. 7(a)-(b) illustrate a luma
and chroma block-pair example. Figs. 7(c)-(d) illustrate the
corresponding central 5x5 subsampled luma and chroma
block-pair by 4:2:0(L). We observe that the central luma
pixel value of Fig. 7(a) is on the boundary between the text
and the background, and the value of Yienrer, 93, is out of
the min-max range [181,204] (= [min(Y],Y,,...,Y{) =5,
max(Y{,Y;,...,Y}) + 5] = [min(186, 193, 186, 193, 196,
199) — 5, max (186, 193, 186, 193, 196, 199) + 5]). By (2),
the solved correlation parameter-pair for (U'®™, Y'M)) cor-
responding to (Fig. 7(c), Fig. 7(d)) is equal to (a,b) =
(2.28, —318.9). The reconstructed chroma value of U/ is
estimated by

enter

U, =93 x2.28 —318.9 =—-107

center

(10)



CHUNG et al.: ASBLG CHROMA RECONSTRUCTION METHOD FOR SCIs

Fig. 8.

It is only to be expected that the inaccurate estimated value
of Ul,per is negative. Heuristically, the reconstructed value
of U/, per 18 clipping to 0. On the contrary, when the recon-
structed chroma value of U/,,,,, is larger than 255, the value
of U/,,;er 1s clipping to 255. Even so, the out of the min-max
range problem does degrade the quality performance of the
reconstructed chroma image.

When the alarm of the out of the min-max range prob-
lem is given, in order to alleviate the quality degradation,
we enlarge the sliding window size from 5x5 to 7x7.
Figs. 7(e)-(f) illustrate the enlarged 7x7 block-pair. Applying
the above chroma reconstruction process to the enlarged block-
pair, we have
Uc/enter (1 1)
As expected, the reconstructed chroma pixel value,
Ulpnter = 143, and the value of Yeenser, 93, is feasible
within the min-max range [93,204]. In our implementation,
the maximal sliding window size allowable is set to be 11x11.

2) Computational Complexity Analysis: To reconstruct the
ith chroma pixel, the solved correlation parameter-pair for the
ith subsampled luma and chroma block-pair can be accessed
from the hash table H in O(1) time. Next, we check whether
the out of the min-max range problem happens or not. If no,
it takes O(1) time to compute Ul,,;., = @ * Yeenrer + b as the
reconstructed chroma pixel value; otherwise, we enlarge the
sliding-window size from 5x5 to 7x7 and repeat the above
chroma pixel reconstruction process. It can be verified that
the proposed sliding-window based and luma-guided chroma
reconstruction method for reconstructing the whole chroma
image can be done in O(P) time.

Combining the computational time required in the proposed
winner-first voting strategy, as analyzed in Subsection III-A.2,
and the time required in the proposed adaptive luma-guided
chroma reconstruction method, it takes O(P) (= O(P) + O(P))
time to complete the whole chroma reconstruction work.

=93 x —0.18 4 159.97 = 143
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(w)

The 26 test SCIs.

Based on the 26 test SCIs, the execution-time improvement
ratio is 34.9% (= ((Two—reuse — Treuse)/ Tno—reuse) in which
Tho—reuse denotes the execution-time required in the proposed
ASBLG method without the hash table reuse and Tjeyuse
denotes the execution-time required in the proposed method
with the hash table reuse. Note that in [19], the computational
time required in Wang et al.’s chroma reconstruction method
is also O(P).

IV. EXPERIMENTAL RESULTS

The 26 test SCIs with sizes ranging from 624x624 to
1920x 1080, as shown in Fig. 8, and the 6 JCT-VC test SCVs,
sc_SlideShow, sc_flyingGraphics, sc_desktop, sc_console,
MissionControlClip3, and ChineseEditing, each sequence with
30 image frames with sizes ranging from 1280x720 to
1920x 1080, are used to evaluate the quality performance
among the concerned chroma reconstruction methods. The
quality metrics adopted to compare the quality performance
are CPSNR, CGSS, visual effect, and quality-bitrate trade-off
in terms of RD curves. All experiments are implemented in
the HEVC reference software HM-16.4 on a computer with
an Intel Core 17-4790 CPU 3.6 GHz and 8 GB RAM. The
operating system is Microsoft Windows 7 64-bit. The program
development environment is Visual C++ 2013.

A. CPSNR and CGSS Quality Improvement

In this subsection, the CPSNR and CGSS quality perfor-
mance comparison among the 50 comparative combinations in
CS; x CRj and the 6 comparative combinations in CS x CR»,
respectively, are reported.

1) CPSNR and CGSS Quality Performance Comparison
Among the 50 Comparative Combinations in CS; x CR;:
Following the same evaluation way in [19], in order to avoid
the compression effect from HM-16.4, the chroma components
are just first downsampled and then upsampled. To evaluate the
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TABLE 1
CPSNR QUALITY COMPARISON AMONG CS1 x CR| FOR THE RECONSTRUCTED 26 UV IMAGES, 26 SCIs, AND 6 SCVs
COPY 6-TAP BILINEAR BICUBIC NEDI SAI GF GCR LAU ASBLG
35.3293 344316 34.3607 34.4620 34.2815 33.9051 34.8160 35.4437 35.6193 36.8404
4:2:0(A) (31.8732)  (30.9862) (30.8682) (30.9901) (30.7715)  (30.5800) (31.1756) (31.8339) (32.0082) (33.1201)
[29.9758]  [29.0561] [28.9306] [29.0511] [28.9202] [28.5815] [29.5328] [29.9143] [30.4063] [31.2487]
33.5601 34.4256 34.6972 34.6695 34.6746 34.1068 34.4698 35.0317 349399  36.5816
4:2:0(L) (30.3235)  (31.0724) (31.2429) (31.2563) (31.1887)  (30.8427) (30.8646) (31.6736) (31.3950) (32.8743)
[28.2629]  [28.8207] [29.0612] [29.0272] [29.1112]  [28.6815] [29.0590] [29.1490] [29.6427] [30.8748]
33.5593 322174 32.4253 32.3739 32.3848 32.1240 34.5871 34.9300 35.0030  36.6582
4:2:0(R) (30.2381)  (28.9376) (29.0849) (29.0683) (29.0228)  (28.8751) (30.9709) (30.9149) (31.4445) (32.9707)
[28.2409] [26.9636] [27.0635] [27.0628] [27.0491] [26.9021] [29.1241] [27.6666] [29.7088] [30.7172]
32.4071 34.5504 35.0794 34.9762 35.0897 34.5591 34.1919 34.7120 34.5702 36.5206
4:2:0(DIRECT) (29.2823)  (31.2415) (31.6288) (31.5865) (31.5966)  (31.2002) (30.6120) (31.4335) (31.0500) (32.8328)
[27.2739]  [28.8715] [29.3376] [29.2282] [29.4345]  [28.7486] [28.6826] [28.4741] [29.2290] [30.2414]
33.3333 35.2063 35.0475 35.2146 34.9277 34.5841 34.1852 35.3307 347104  36.8211
4:2:0(MPEG-B) (29.9707)  (31.7706) (31.5463) (31.7452) (31.4065)  (31.2335) (30.5920) (31.9062) (31.1423) (33.1223)
[28.0644]  [29.7837] [29.5872] [29.7610] [29.5530] [29.3319] [28.7779] [29.2387] [29.4317] [30.5801]
33.6378 34.1663 34.3220 34.3392 34.2707 33.8558 34.4500 35.0896 349686  36.6844
Average CPSNR (30.3376)  (30.8017) (30.8778) (30.9293) (30.7972)  (30.5463) (30.8430) (31.5524) (31.4080) (32.9840)
[28.3636]  [28.6991] [28.7960] [28.8261] [28.8136]  [28.4491] [29.0353] [28.8886] [29.6837] [30.7324]
3.0466 2.5181 2.3624 2.3452 2.4137 2.8286 2.2344 1.5869 1.7158
Average CPSNR Gain | (2.6464) (2.1823) (2.1062) (2.0547) (2.1868)  (2.4377)  (2.1410)  (1.4316)  (1.5760)
[2.3689] [2.0333] [1.9364] [1.9064] [1.9189] [2.2833]  [1.6972]  [1.8439]  [1.0487]
TABLE II
CGSS QUALITY COMPARISON AMONG CS| x CR| FOR THE RECONSTRUCTED 26 SCIs AND 6 SCVs
COPY 6-TAP BILINEAR BICUBIC NEDI SAI GF GCR LAU ASBLG
4:2:0(A) (0.1951) (0.1983) (0.1894) (0.1925) (0.1936) (0.1981)  (0.1769)  (0.1849)  (0.1733)  (0.1714)
- [0.2252] [0.2362] [0.2285] [0.2310] [0.2361] [0.2411]  [0.2115]  [0.2143]  [0.2027]  [0.1959]
4:2:0(L) (0.2007) (0.2024) (0.1898) (0.1941) (0.1939) (0.1998)  (0.1779)  (0.1948)  (0.1764)  (0.1725)
- [0.2253] [0.2370] [0.2249] [0.2289] [0.2323] [0.2409] [0.2135] [0.2253] [0.2060] [0.1977]
42:0R) (0.2006) (0.2093) (0.1990) (0.2023) (0.2031)  (0.2085) (0.1781) (0.2030)  (0.1767)  (0.1723)
- [0.2253] [0.2433] [0.2340] [0.2369] [0.2392] [0.2466]  [0.2125]  [0.2339]  [0.2057]  [0.2000]
4:2:0(DIRECT) (0.2064) (0.2055) (0.1886) (0.1943) (0.1929) (0.2003)  (0.1802)  (0.1964)  (0.1801) 0.1717
- [0.2281] [0.2379] [0.2220] [0.2272] [0.2275] [0.2414]  [0.2147]  [0.2248]  [0.2083]  [0.1988]
4:2:0(MPEG-B) (0.2091) (0.2003) (0.1936) (0.1951) (0.1966) (0.1995)  (0.1807)  (0.2000)  (0.1889)  (0.1744)
- [ 0.2378] [0.2361] [0.2298] [0.2311] [0.2342] [0.2405]  [0.2158]  [0.2314] [0.2186]  [0.2058]
Average CGSS (0.2024) (0.2032) (0.1921) (0.1957) (0.1960) (0.2012)  (0.1788)  (0.1958)  (0.1791)  (0.1725)
[0.2283] [0.2381] [0.2278] [0.2310] [0.2339] [0.2421]  [0.2136]  [0.2260]  [0.2082]  [0.1996]
. (0.0299) (0.0307) (0.0196) (0.0232) (0.0236) (0.0288)  (0.0063)  (0.0233)  (0.0066)
Average CGSS Gain |5 0587)  [0.0385]  [0.0282] [0.0314] [0.0342]  [0.0425] [0.0140]  [0.0263]  [0.0086]

average CPSNR quality of the reconstructed chroma images,
the average CPSNR metric is defined by

1
CPSNR = Nzll()loglo— (12)

with CMSE =  5bm > p SccunllZe’ () -
1YY (p)1? in which P = {(l,m)|1 <1 < H,1 <m < W}
denotes the set of pixel coordinates in one WxH image,
N (= 26) denotes the number of the test SCIs, I}f’ré’UV(p)
denotes the C-color value of the pixel at position p in the
nth original UV image and I,:fé’UV(p) the reconstructed
analogue. The CPSNR for the reconstructed SCI can be
defined by replacing the two terms, 2 and (U, V), in (12)
with the two terms, 3 and (R, G, B), respectively.

Table I indicates the average CPSNR values of the recon-
structed 26 UV images, 26 SCIs, and 6 SCVs for each of
the 50 comparative combinations in CS; x CRj. For simplicity,
the average CPSNR value of the reconstructed SCIs by each
combination is listed in the parenthesis °()’. The average
CPSNR value of the reconstructed SCVs with respect to the

JCT-VC test SCVs for each comparative combination is listed

in the parenthesis ‘[]’. In Table I, for one specific CS scheme,
the best CR method is marked in boldface and we clearly
observe that ASBLG always has the best CPSNR performance.
The average CPSNR gain of all the reconstructed UV images
by 4:2:0(A)-ASBLG is 2.1 dB when compared with that of
the other nine combinations. The average CPSNR gain of
the reconstructed SCIs by 4:2:0(MPEG-B)-ASBLG is 1.87 dB
when compared with that of the other nine combinations. The
average CPSNR gain of the reconstructed SCVs by 4:2:0(A)-
ASBLG is 1.87 dB when compared with that of the other nine
combinations. Among the 50 comparative combinations in
CS;xCRj, 4:2:0(A)-ASBLG, 4:2:0(MPEG-B)-ASBLG, and
4:2:0(A)-ASBLG have the best average CPSNR performance
for all the reconstructed UV images, SCIs, and SCVs,
respectively.

The CGSS [13] is a quality assessment metric for evaluating
the quality performance of the reconstructed 26 SCIs and
6 SCVs. The CGSS is defined by

N
1 1

CGSS = — —(GSS GSS GSS 13
N E 3( R+ G+ B) (13)

n=1
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TABLE III

CPSNR QUALITY COMPARISON AMONG CS3 x CRj FOR THE RECONSTRUCTED 26 UV IMAGES, 26 SCIs, AND 6 SCVs;
CGSS QUALITY COMPARISON AMONG CSj x CR) FOR THE RECONSTRUCTED SCIs AND SCVs

IDIDNgo-NEDI  CSpiniar-LACDU  CSpicunic-LACDU — IDIDNmp-ASBLG  CSminmar-ASBLG  CSpicumc-ASBLG

35.8405 35.9215 350463 37.0045 37.1053 37.0564

CPSNR (32.3445) (32.6666) (32.6305) (33.2682) (33.4037) (33.2941)

[30.6089] [31.0319] [31.0340] [31.4922] [31.4987] [31.5172]

cass 0.2038) 0.1953) 0.1956) ©.184D) 0.1804) ©.1822)

0.2392] [0.2233] [0.2233] [0.2110] [0.2083] [0.2081]

12648 11838 11580 0.1008 0.0480

CPSNR Gain (1.0592) (0.7371) 0.7732) (0.1355) (0.1096)
[0.9083] [0.4853] [0.4647] [0.0250] [0.0185]

: 0.0233) (0.0149) ©.0152) (0.0037) ©.0018)
CGSS Gain [0.0311] [0.0152] [0.0152] [0.0029] [0.0002]

N .

ount

210 latlel

(b)

(©)

T TR O T T TN TR T T N | o T W W T ) R

AlLINncl ALIncel ARG ALInch ALInel anmneld

()] (e) () (€3] () @
(O] (9] ® (m) () (0)

Fig. 9. The visual effect comparison for the 2nd reconstructed SCIL. (a) The original SCI (b) The magnified subimage with characters. (c) The magnified
subimage with colorful part. (d) After running 4:2:0(R)-LAU on Fig. 9(b). (e) After running 4:2:0(A)-GCR on Fig. 9(b). (f) After running 4:2:0(DIRECT)-SAI
on Fig. 9(b). (g) After running IDIDNgpI-NEDI on Fig. 9(b). (h) After running CSgicupic-LACDU on Fig. 9(b). (i) After running CSg INEAR-ASBLG
on Fig. 9(b). (j) After running 4:2:0(R)-LAU on Fig. 9(c). (k) After running 4:2:0(A)-GCR on Fig. 9(c). (1) After running 4:2:0(DIRECT)-SAI on Fig. 9(c).
(m) After running IDIDNgp-NEDI on Fig. 9(c). (n) After running CSgicypic-LACDU on Fig. 9(c). (o) After running CSgiiNEAR-ASBLG on Fig. 9(c).

where GSSr, GSSg and GSSp indicate the GSS values of the
reconstructed R image, G image, and B image, respectively,
with

defined by

2D,(p)Dr(p) +cp
D3 (p) + D} (p) + cp

DS(p) =

1 >

which P = {(/,m)|1 <l < H,1 <m < W} and mggs denotes

the mean value of GS, with

GS(p) = [DS(p)] - IMS(p)] 5)

where DS denotes the gradient direction similarity and
MS denotes the gradient magnitude similarity, which are

2Go(p)G,(p) +cu
G2(p) + GX(p) +cu

where D, and D, denote the gradient direction maps of
the original and reconstructed SClIs, respectively; G, and G,
denote the gradient magnitude maps of the original and
reconstructed SClIs, respectively; ¢p and ¢y are two small
positive values, respectively. According to the definition of

MS(p) =

(16)
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CGSS (13), which is a useful quality metric to evaluate the
reconstructed SCIs, the lower the average value of CGSS is,
the higher the quality of the reconstructed SCIs is.

Table II indicates the average CGSS value of all the
reconstructed SCIs in the parenthesis ‘()’ for each combina-
tion in CS;xCRj. Among the 50 comparative combinations
in CS;xCRy, 4:2:0(A)-ASBLG has the best average CGSS
quality performance for the reconstructed SCIs. In the same
table, the average CGSS value of the reconstructed SCVs for
each comparative combination is listed in the parenthesis ‘[]’;
we observe that 4:2:0(A)-ASBLG still has the best CGSS qual-
ity performance for the reconstructed among the concerned
50 comparative combinations.

2) CPSNR and CGSS Quality Performance Comparison
Among the 6 Comparative Combinations in CSy x CRy:
We now evaluate the CPSNR and CGSS quality performance
in CS;xCR; ({=IDIDnNgpr-NEDI, CSgringar-LACDU,
CSgicuBic-LACDU, IDIDNEDI-ASBLG, CSBILINEAR-
ASBLG, CSpicuBic-ASBLG}). Table III clearly indicates
that as marked in boldface, IDIDNgpI-ASBLG, CSBILINEAR-
ASBLG, and CSgicuic-ASBLG are superior to IDIDNEDI-
NEDI, CSprinear-LACDU, and CSgicusic-LACDU,
respectively, in terms of the CPSNR and CGSS. Especially,
CSBILINEAR-ASBLG has the best CPSNR performance in
CS, x CR; for the reconstructed UV images and has the best
CGSS performance for the reconstructed SCIs. Based on the
reconstructed SCVs, CSgicuic-ASBLG has the best CPSNR
and CGSS performance among the six combinations.

We conclude that overall, in terms of CPSNR and CGSS,
the combinations, CSBILINEAR-ASBLG and CSBICUBIC'
ASBLG, can beat any comparative combinations in
CS; x CRj and CS;, x CR», in which the chroma subsampling
schemes, CSpiLingar and CSgicupic, were proposed by
Wang et al. [19] and ASBLG is our proposed chroma
reconstruction method.

B. Visual Effect Merit

A subjective quality evaluation is conducted to demon-
strate the visual merit of the proposed ASBLG method for
the reconstructed SCIs. We take the second original SCI,
as shown in Fig. 9(a), as the visual comparison example.
For visual effect illustration, two magnified subimages, which
are cut off from the characters part and the colorful part
in Fig. 9(a), respectively, are shown in Figs. 9(b)-(c). The six
comparative combinations are 4:2:0(R)-LAU, 4:2:0(A)-GCR,
4:2:0(DIRECT)-SAI, IDIDNgpr-NEDI, CSgicusic-LACDU,
and CSprLINEAR-ASBLG. After performing the six combina-
tions on Fig. 9(a), the twelve reconstructed magnified subim-
ages for Fig. 9(b) and Fig. 9(c) are shown in Figs. 9(d)-(i)
and Figs. 9(j)-(0). As shown in the regions marked by red
ellipses, we clearly observe that CSpy iNeaAR-ASBLG displays
fewer color-shifting artifacts and has better visual quality than
the other five state-of-the-art comparative combinations. It
is suggested that the readers refer to the related experiment
results in [4].

C. Quality-Bitrate Trade-Off

Eleven different quantization parameters (QPs) considered
in the compression are 0, 4, 8, 12, 16, 20, 24, 28, 32,
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Fig. 10. RD curves for 4:2:0(R)-LAU, 4:2:0(A)-GCR, 4:2:0(DIRECT)-SAI,
IDIDNEDI-NEDI, CSgicuBic-LACDU, and CSyINEAR-ASBLG.

36, and 40. Based on the eleven different QP values in HEVC,
Fig. 10 illustrates the RD curves for the six comparative com-
binations, 4:2:0(R)-LAU in purple, 4:2:0(A)-GCR in green,
4:2:0(DIRECT)-SAI in orange, IDIDNgpi-NEDI in yellow,
CSgicuBic-LACDU in blue, and CSgi_iNeaAR-ASBLG in red.
From Fig. 10, we observe that under the same QP value,
CSBILINEAR-ASBLG always has the best CPSNR perfor-
mance of the reconstructed SCIs among the six combinations
considered.

V. CONCLUSION

In this paper, we have presented the propose ASBLG
chroma reconstruction method. The main novelties and contri-
butions of the proposed method include the following aspects.
Based on the study of CDD between the subsampled luma and
chroma block-pair under the same/different subsampling cir-
cumstance, it motivates us to propose a fast winner-first voting
strategy to identify the used chroma subsampling scheme at
the server side. Then, the decoded luma image is subsampled
by the identified subsampling scheme, leading to an accurate
correlation between the subsampled decoded luma block and
the corresponding decoded subsampled chroma block. Further,
we point out the out of the min-max range problem caused
in the chroma pixel reconstruction. To alleviate this problem,
an adaptive sliding window based approach is proposed. Based
on the 26 test SCIs and 6 SCVs, thorough experiments are
conducted to show that in terms of CPSNR and CGSS,
CSgILINEAR-ASBLG has the best quality performance for the
reconstructed SCIs; CSgicupic-ASBLG has the best CPSNR
and CGSS for the reconstructed SCVs. Here, the chroma sub-
sampling schemes, CSpLINEAR and CSpicuBic, were proposed
by Wang et al. [19] and ASBLG is our proposed chroma
reconstruction method. However, the natural image often has
blurred edges and continuous-tone colors within objects, thus
the correlation between the subsampled luma and chroma
block-pair is not so high. Therefore, the proposed ASBLG
method doesn’t show favor to the natural image. For SCIs,
one future research work is to classify each block as either
the natural image block type or the SCI block type by using
the intermediate information from the SCM (screen content
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coding test model) encoder, e.g. the block coded by intra
block copy or palette mode, and then to develop a hybrid
chroma reconstruction method. Another future research work
is to incorporate the result of the proposed winner-first voting
strategy to identify the used chroma subsampling scheme in
the data hiding area. The other future work is to develop an
efficient method to robustly solve the case when the chroma
subsampling scheme used is not in the list of the proposed
fast winner-first voting strategy.
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