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Abstract— In asymmetric resolution stereoscopic video
coding (ARSVC), a stereoscopic video consists of one full-sized
left-view video sequence and the synchronized quarter-sized
right-view video sequence for achieving a bitrate reduction effect
by the encoder. Prior to displaying 3D scenes on the screen, it is
necessary to upsample the decoded downsampled right-view
video sequence at the client side. In this paper, we propose
an effective adaptive upsampling method for ARSVC. First,
we employ the resolution- and texture-consistency consideration
in the conventional Wiener filter-based interpolation scheme,
called RTCWF, to enhance the upsampling accuracy in the
spatial domain. Second, we propose a linear regression-based
interview prediction scheme with residual compensation called
LRIPRC, to increase the upsampling accuracy in the interview
domain. Third, we propose an adaptive fusion-based approach
to integrate RTCWF and LRIPRC, called RTCWF-LRIPRC,
to maximize the quality improvement of the upsampled image.
Based on seven typical test stereoscopic video sequences,
in 3D-HEVC, the experimental results demonstrated that in
terms of six well-known quality metrics and execution time
requirements, our RTCWF-LRIPRC method outperforms the
state-of-the-art upsampling methods for ARSVC.

Index Terms— Asymmetric resolution stereoscopic video cod-
ing (ARSVC), convolutional neural network, interview prediction,
linear regression, performance comparison, 3D-HEVC, upsam-
pling, Wiener filter.

I. INTRODUCTION

AS TECHNIQUES used by three-dimensional televisions
(3D-TV) [11] are becoming more mature and 3D con-

tent is growing rapidly in the multimedia and entertainment
markets, to reduce the bitrate requirements while preserving
quality, several effective 3D video coding schemes have been
developed. Among these schemes, the color plus depth video
coding (CDVC) model [30] and the stereoscopic video cod-
ing (SVC) model [1] are the two most well-known models.
In CDVC, the two input sequences consist of one real color
video sequence and the synchronized quarter-sized depth video
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sequence. After decoding the two video sequences and upsam-
pling the decoded depth video sequence, the depth image-
based rendering (DIBR) technique [12] is used to generate
the virtual color video sequence. Further, the real and virtual
color video sequences are synthesized to provide 3D scenes.

SVC contains the left-view and the synchronized equal-
sized right-view video sequences. According to the suppres-
sion theory of the human binocular vision system [29], it is
suggested that the right-view image in SVC be encoded at a
lower bitrate than the left-view image to reduce the bitrate.
This model is called the asymmetric SVC (ASVC). Usually,
ASVC is classified into asymmetric resolution stereoscopic
video coding (ARSVC) [4], [13] and asymmetric quality
stereoscopic video coding. In this paper, we focus on the
upsampling of the downsampled right-view image for ARSVC.

Prior to compression in ARSVC, the right-view image is
downsampled to a quarter-sized image. Then, the left-view
image and the downsampled right-view image are fed into
the encoder. In [27], a disparity compensation-based encoding
scheme was presented using the left-view image information.
In [6], an efficient adaptive filter-based scheme was developed
to generate a picture-level interview predictor for encoding the
downsampled right-view image. In [5], a regionally adaptive
filter-based scheme was proposed to generate a predictor of
an MB. Simulation results showed the bitrate-saving merit of
these encoding schemes. After encoding the left-view image
and the downsampled right-view image, the encoded bitstream
is transmitted to the decoder via the internet.

When receiving the decoded left-view and downsampled
right-view image pair at the client side, an upsampling process
is necessary to upsample the downsampled right-view image
to its original size. In H.264/AVC, the 6-TAP filter [18]
can be used to upsample the downsampled right-view image.
Li and Orchard [25] presented a new edge-directed interpola-
tion (NEDI) to modify the conventional Wiener filter (WF)-
based upsampling method and the edge-directed interpolation
(EDI) [2]. Zhang [40] presented a soft decision adaptive
interpolation (SAI) to interpolate the missing pixels in each
2 × 2 downsampled block by jointly training the relationship
not only between the known pixels and the missing pixels in
the block but also between the missing pixels themselves to
improve NEDI. Gao et al. [15] presented a spatial interview-
and WF-based upsampling method. In their method, each
missing pixel is estimated as the linear weighted summation
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of 13 known pixels, in which the four known pixels come
from the downsampled right-view image and the nine known
pixels come from the best matched block in the left-view
image. Then, an over-determined system is constructed. Fur-
ther, the 13 solved parameters are used as the 13 weights
to estimate the missing pixel, achieving better quality when
compared with NEDI.

Unlike the aforementioned upsampling methods,
Yang et al. [38] presented the first sparse representation-
based upsampling method. To alleviate the deblocking effect,
Kang et al. [21] presented an improved method to model the
similarity relation between the sparse representation of the
high-resolution image patch and that of the corresponding
low-resolution image patch. In contrast to the previous
depth map-based methods [16], [32], which handle the
upsampling process and the depth map estimation process
separately, Zhang et al. [39] presented an iterative depth
map-based method for ARSVC. In their iterative method,
the downsampled right-view image is first upsampled
using the bilinear interpolation, and then, the depth map is
estimated using the cooperative optimization for an energy
function. Further, the estimated depth map is used to guide
the conjugate gradient-based upsampling process. The
above iterative process is repeated until the upsampled
right-view image is convergent. However, the above sparse
representation-based upsampling methods and the depth
map-based upsampling methods are time consuming.
Jeong et al. [20] extended their multi-frame example-based
upsampling method [19], therein achieving better quality
compared with the bilinear interpolation, Cho et al.’s
method [7], and Freeman et al.’s method [14] for the test
video sequences.

Recently, several convolutional neural network-based
(CNN-based) upsampling methods [22], [33] have been devel-
oped. Dong et al. [10] proposed a super-resolution CNN
(SRCNN) method associated with a compact hourglass-shaped
CNN structure to reduce the computational complexity and
improve the quality of the upsampled images. Experimental
data showed that SRCNN outperforms the related methods [9],
[34]. Wang et al. [36] proposed an end-to-end deep and shal-
low network-based (EEDS-based) method that jointly learns
the feature extraction, upsampling, and high-resolution recon-
struction modules. Experimental data showed the superior
quality of EEDS over the related methods [17], [34].

A. Common Weaknesses in Existing WF-Based Upsampling
Methods and Motivation

In NEDI [25], also called WF for convenience, as shown
in Fig. 1, the circle-marked pixels in the current 3 × 3 block
Bc are known in the decoded downsampled right-view image.
Among the missing pixels of the right-view image, the square-
marked pixels will be restored first, then the triangle-marked
ones, and finally the cross-marked ones. For the current miss-
ing square-marked pixel Rm,n , if the variance of the window
centered at Rm,n is smaller than a specified threshold T , where
T = 8 empirically, the bilinear interpolation is applied to
estimate Rm,n ; otherwise, it is estimated by WF.

Fig. 1. The 5 × 5 resolution-inconsistent reference block Br and the
3 × 3 current block Bc in the 11 × 11 window depicting the RI problem
of WF.

The first weakness in WF is the resolution-
inconsistency (RI) problem. In Fig. 1, we observe that
the distance from the square-marked pixel Rm,n to each
neighboring circle-marked pixel in Bc is

√
2, while that

between the corner pixel and the central pixel in the 5 × 5
reference block Br is 2

√
2. This leads to an RI problem

causing the quality degradation of the upsampled image.
The second weakness in WF is the texture-inconsistency (TI)
problem. For each Br in the 11 × 11 window, the four corner
pixels in Br may form a different texture pattern from that
of Bc. This TI problem also degrades the quality of the
upsampled image. The above RI and TI problems occurring
in WF are simply called the RTI problem.

After describing the RTI problem of WF in the spatial
domain, we now highlight the two weaknesses in the WF-
based interview prediction (WFIP) scheme [8] in the interview
domain. The first weakness in WFIP is the rugged residual
field problem. Here, the residual field is defined as the dif-
ference between the upsampled right-view image by WFIP
and the equal-sized ground-truth image. In WFIP, the current
block Bc in the right-view image first finds the best matched
3 × 3 block in the 41 × 41 search window of the left-view
image. Since the left-view image is a full-sized image, in the
6 × 6 window centered at the center of the best matched
3 × 3 block, an overdetermined system with 16 equations
can be constituted. Then, by WF, the missing square-marked
pixel R̄m,n in Bc is estimated, but the rugged residual field
caused by WFIP implies the limited quality improvement.
The second weakness in WFIP is the lack of an intellectual
fusion strategy for integrating the estimation results, one
from the spatial domain and the other from the interview
domain, confining the quality improvement of the upsampled
image.
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Fig. 2. The flowchart of our RTCWF-LRIPRC method for ARSVC.

B. Contributions

To remedy the above-mentioned RTI problem in WF, in this
paper, we propose an RT-consistency (RTC)-based WF, called
RTCWF, to improve the upsampling accuracy. Then, to remedy
the two drawbacks in the interview domain of WFIP, we first
propose a new linear regression-based IP (LRIP) with resid-
ual compensation (RC) scheme, called LRIPRC, to increase
the upsampling accuracy. Second, an adaptive fusion strat-
egy is proposed to integrate the two estimation results, one
from RTCWF and the other from LRIPRC, called RTCWF-
LRIPRC, to further improve the upsampling accuracy. The
flowchart of our RTCWF-LRIPRC upsampling method for
ARSVC is depicted in Fig. 2.

Based on seven typical test stereoscopic video sequences,
in 3D-HEVC, thorough experiments have been performed
to demonstrate the execution time (in seconds) and quality
performance merits of RTCWF-LRIPRC. Here, the qual-
ity performance is evaluated by the six quality metrics:
the peak signal-to-noise ratio (PSNR), structural similarity
(SSIM), motion-based video integrity evaluation (MOVIE),
low-complexity version of stereoscopic video quality met-
ric (StSDLC), quality-bitrate tradeoff in rate-distortion (RD)
curves, and visual effect. When compared with eight state-
of-the-art upsampling methods, such as the Anchor, i.e., the
8-TAP filter [3], the bicubic interpolation (Bicubic) [23],
SAI [40], NEDI [25], WFIP [8], Gao et al.’s method [15],
SRCNN [10], and EEDS [36], our RTCWF-LRIPRC method
has the best overall execution time and quality for ARSVC.

The remainder of this paper is organized as follows.
In Section II, our RTCWF method in the spatial domain is
presented. In Section III, our LRIPRC method in the interview
domain is presented. In Section IV, our RTCWF-LRIPRC
method for maximizing the quality improvement of the upsam-
pled image is presented. In Section V, the experimental results
are reported and used to show the quality and execution time
performance superiority of RTCWF-LRIPRC for ARSVC.
In Section VI, some concluding remarks are provided.

II. THE PROPOSED RESOLUTION- AND

TEXTURE-CONSISTENCY-BASED WF: RTCWF

Initially, we apply Bicubic on the enlarged downsampled
right-view image to obtain the interpolated right-view image.
In the proposed RC-based WF, called RCWF, if the variance of
the window centered at Rm,n is less than a specified threshold
Tvar , where Tvar = 8 empirically, Rm,n inherits the estimated
value determined by Bicubic in the initial step; otherwise,

Fig. 3. The 3 × 3 resolution-consistent reference block Br and the
3 × 3 current block Bc in the 11 × 11 window used to depict the idea of
RCWF.

Rm,n is re-estimated by

R
RC W F
m,n = α0 × Rm−1,n−1 + α1 × Rm+1,n−1

+ α2 × Rm−1,n+1 + α3 × Rm+1,n+1 (1)

As shown in Fig. 3, we adopt an 11 × 11 window Wr

to cover the required 81 3 × 3 reference blocks, in which
each a 3 × 3 reference block is resolution-consistent with
the 3 × 3 current block Bc. The four unknown coefficients,
α0, α1, α2, and α3, in Eq. (1) can be solved by the normal
equation [37].

In what follows, based on the proposed TC-based RCWF,
called RTCWF, we deliver an elimination strategy to remove
those texture-inconsistent 3 × 3 reference blocks relative to
Bc for increasing the accuracy of the upsampled image and
reducing the execution time requirement in RTCWF. In Fig. 4,
let the central pixel of Bc have a value of 49, which was
estimated by Bicubic, and the four reference circle-marked
pixel values are 52, 8, 88, and 53. Let Bc be denoted by
(49, 52, 8, 88, 53). Comparing the three blocks, Bn1(=(50,
48, 10, 90, 52)), Bn2(=(8, 10, 5, 8, 6)), and Bn3(=(84, 95,
88, 98, 92)), with Bc, we find that Bn1 is similar to Bc,
but Bn2 and Bn3 are quite different from Bc. Therefore, Bn1
could be included in the over-determined system, but Bn2
and Bn3 should be excluded. We treat the other remaining
3 × 3 reference blocks in Wr in the same way to filter out
all the improper 3 × 3 reference blocks and only include
the proper 3 × 3 reference blocks in the over-determined
system. Expectantly, the central square-marked pixel in Bc

can be estimated by our RTCWF scheme to achieve higher
upsampling accuracy and lower computational cost in the
spatial domain.

The texture similarity (SIM) between Bc and the reference
block Bn centered at location (m�, n�), m − 4 ≤ m� ≤ m + 4
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Fig. 4. The example used to depict the proposed RTCWF scheme.

and n − 4 ≤ n� ≤ n + 4, in Wr can be defined by

SIM(Bc, Bn)

= 1
∏

(p,q)∈S(
∣
∣Rm+p,n+q − Rm�+p,n�+q

∣
∣ + ε) + 1.0

(2)

where S = {(0, 0), (−1,−1), (1,−1), (−1, 1), (1, 1)}; ε is set
to 0.01 to prevent the product of the four absolute differences
appearing in the denominator of (2) from becoming zero. After
calculating all the concerned texture similarity values for all
19,660,800 11×11 windows in the Alt Moabit video sequence
with 100 images, the average texture similarity value of one
11 × 11 window Wr can be defined by

μs =
∑

Bn∈Wr
SIM(Bc, Bn)

81
(3)

where ‘81’ denotes the total number of texture similarity
values in Wr .

Fig. 5(a) illustrates the distribution of these μs-values for
all 19,660,800 11×11 windows, where the x-axis denotes the
μs-value and the y-axis denotes the number of proper 3 × 3
reference blocks in an 11×11 window to be selected. Because
the distribution of these μs -values is scattered, we attempt to
transform the definition of μs in (3) to the following new form:

μ�
s =

∑
Bn∈Wr

ln 1
SIM(Bc,Bn)

81
(4)

The distribution of these μ�
s-values for all the 11×11 windows

is illustrated in Fig. 5(b). Interestingly, the curve function

y = −21.84 ln(μ�
s) + 80.515 (5)

can well fit the distribution in Fig. 5(b). From Fig. 5(b), we can
see that higher μ�

s values in Wr result in fewer 3×3 reference
blocks in Wr that are selected. By (5), after determining the
number of proper reference 3 × 3 blocks in Wr , these y
RTC blocks are included in the final over-determined system.
Further, by (1), the square-marked pixel in Bc can be better

Fig. 5. Determining the number of the proper reference 3 × 3 blocks in a
11 × 11 window by curve-fitting technique for RTCWF. (a) By (3), the dis-
tribution of these μs values for all 11 × 11 windows in the Alt Moabit video
sequence with 100 images. (b) By (4), the distribution of these μ�

s values.

Fig. 6. Residual field comparison between WFIP_1_EC and LRIPRC.
(a) Residual field of WFIP_1_EC. (b) Residual field of LRIPRC.

estimated by our RTCWF-only method, which is already a
competitive solution. We refer readers to the experimental
section.

III. THE PROPOSED LINEAR REGRESSION-BASED

INTERVIEW PREDICTION WITH RESIDUAL

COMPENSATION: LRIPRC

In this section, our LRIPRC method is presented. As shown
in Fig. 6 for one real test subimage, the residual field of LRIP
is flatter than that of WFIP_1_EC [8], indicating the upsam-
pling quality merit of the linear regression (LR) technique
used in our interview prediction. The workflow of LRIPRC
is depicted in Fig. 7, where the blue circle-marked pixel
in the right-view image R denotes the ground-truth pixel;
R

L RI P
denotes the estimated right-view image by LRIP;
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Fig. 7. The workflow of the proposed LRIPRC method.

Fig. 8. Interview correlation between L and R in LRIPRC.

the red circle-marked pixel in the right-view residual image
denotes the estimated error between the ground-truth pixel
and the co-located estimated pixel by LRIP; �R denotes the
interpolated residual image by Bicubic, and R

L RI P RC
denotes

the upsampled right-view image obtained by first performing
LRIP and then performing RC.

A. The Proposed LRIP Method

As shown in Fig. 8, for estimating the current square-marked
pixel in the current 5 × 5 block B R

m,n , LRIP first determines

the location of the best matched block B L
m∗,n∗, i.e., (m∗, n∗),

by the minimum criterion of the sum of absolute difference
(SAD), which yields

(m∗, n∗) = arg min
m−10≤m�≤m+10
n−10≤n�≤n+10

S AD(B R
m,n, B L

m�,n�) (6)

with

S AD(B R
m,n, B L

m�,n�) =
4∑

i=1

∣
∣
∣B R

m,n(i) − B L
m�,n�(i)

∣
∣
∣ (7)

where, as shown in Fig. 9, B R
m,n(i) and B L

m�,n�(i), 1 ≤ i ≤
4, denote the i th circle-marked pixel values in B R

m,n and

B L
m�,n� , respectively. Next, by applying the LR technique to

Fig. 9. The interview correlation between the four circle-marked pixels
in B R

m,n and the four circle-matched pixels in B L
m∗,n∗ .

the interview correlation, we obtain

α + β × B L
m∗,n∗(1) = B R

m,n(1)

α + β × B L
m∗,n∗(2) = B R

m,n(2)

α + β × B L
m∗,n∗(3) = B R

m,n(3)

α + β × B L
m∗,n∗(4) = B R

m,n(4). (8)

The correlation parameter-pair (α, β) can be solved by
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

α=
∑4

i=1 B R
m,n(i)

4
− β

∑4
i=1 B L

m∗,n∗(i)

4

β =
4·∑4

i=1

(
B R

m,n(i)·B L
m∗,n∗(i)

)
−∑4

i=1B
R
m,n(i)·

∑4
i=1B L

m∗,n∗(i)

4 · ∑4
i=1

(
B L

m∗,n∗(i)2
)

−
(∑4

i=1 B L
m∗,n∗(i)

)2

(9)

Then, the square-marked pixel Rm,n in B R
m,n is estimated by

Rm,n = α + β × Lm∗,n∗ (10)

After performing WFIP and RTCWF-LRIP on the seven test
video sequences, the PSNR gain of RTCWF-LRIP over WFIP
is 0.86 dB.
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Fig. 10. The workflow of the proposed fusion strategy for RTCWF-LRIPRC.

B. The Proposed RC Process

An RC process is proposed to further enhance the quality of
the estimated square-marked pixel Rm,n . First, the four circle-
marked pixels in B R

m,n are re-estimated in the same way as we

estimated Rm,n , and the resultant B R
m,n is denoted as B �R

m,n .

Then, the residual block �B R
m,n is given by

�B R
m,n = B R

m,n − B �R
m,n (11)

After constructing all the residual blocks, the residual value
of the square-marked pixel in the block B R

m,n can be estimated

by Bicubic based on the four residual values in �B R
m,n , and the

estimated residual value of the square-marked pixel in B R
m,n

is denoted as �Rm,n . Further, the estimated squared-marked
pixel value of Rm,n is compensated by

R
L RI P RC
m,n = Rm,n + �Rm,n (12)

IV. THE PROPOSED ADAPTIVE RTCWF-LRIPRC-BASED

UPSAMPLING METHOD: RTCWF-LRIPRC

We propose an adaptive fusion strategy to integrate RTCWF
and LRIPRC, called RTCWF-LRIPRC, to further improve the
quality of the upsampled image. The workflow of RTCWF-
LRIPRC is depicted in Fig. 10, where B RT C W F

m,n and B L RI P RC
m,n

denote the 11×11 block centered at R
RT C W F
m,n and R

L RI P RC
m,n ,

respectively, where R
L RI P RC
m,n has been defined in Eq. (12) and

R
RT C W F
m,n is analogous but by RTCWF.

A. Predicting Errors for RTCWF and LRIPRC

The circle-marked pixels in B RT C W F
m,n and B L RI P RC

m,n are
re-estimated by RTCWF and LRIPRC, respectively, and
we obtain two modified blocks: B �RT C W F

m,n and B �L RI P RC
m,n .

The errors of B �RT C W F
m,n and B �L RI P RC

m,n are denoted by
E(B RT C W F

m,n ) and E(B L RI P RC
m,n ), respectively, and they are

calculated by

E(B RT C W F
m,n ) =

∑36
i=1

∣
∣B RT C W F

m,n (i) − B �RT C W F
m,n (i)

∣
∣

36
(13)

and

E(B L RI P RC
m,n ) =

∑36
i=1

∣
∣B L RI P RC

m,n (i) − B �L RI P RC
m,n (i)

∣
∣

36
, (14)

where ‘36’ denotes the total number of the circle-marked pix-
els in the 11 × 11 window Wr . B RT C W F

m,n (i) and B �RT C W F
m,n (i),

1 ≤ i ≤ 36, denote the i th circle-marked pixel values in
B RT C W F

m,n and B �RT C W F
m,n , respectively.

B. Adaptive Fusion Strategy for RTCWF-LRIPRC

Consequently, the final value of the square-marked pixel
located at location (m, n) is fused by

R
RT C W F−L RI P RC
m,n = W RT C W F × R

RT C W F
m,n

+ W L RI P RC × R
L RI P RC
m,n (15)

where the two weights are defined by

W RT C W F = E(B L RI P RC
m,n )

E(B RT C W F
m,n ) + E(B L RI P RC

m,n )
(16)

and

W L RI P RC = E(B RT C W F
m,n )

E(B RT C W F
m,n ) + E(B L RI P RC

m,n )
. (17)

V. EXPERIMENTAL RESULTS

In this section, thorough experiments are performed to
demonstrate the quality and execution time merits of the
proposed RTCWF-LRIPRC upsampling method for ARSVC
when compared with the eight concerned methods [3], [8],
[10], [15], [23], [25], [40], [36]. The six adopted quality
metrics are PSNR, SSIM, MOVIE, StSDLC, the quality-bitrate
tradeoff in the RD curves, and the visual effect. The execution
time required in each method is measured by seconds per
image on average. A total of seven test stereoscopic video
sequences, each with 100 image frames, were downloaded
from the MOBILE3DTV website [26] for the performance
comparison. The first test video sequence is Alt Moabit, with
each image being 512×384 pixels; for simplicity, it is denoted
by Alt_Moabit (512×384). The other six test video sequences
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TABLE I

COMPARISON OF AVERAGE PSNR FOR THE SEVEN TEST VIDEOS AMONG THE CONCERNED UPSAMPLING METHODS

TABLE II

COMPARISON OF AVERAGE SSIM FOR THE SEVEN TEST VIDEOS AMONG THE CONCERNED UPSAMPLING METHODS

TABLE III

COMPARISON OF AVERAGE MOVIE FOR THE SEVEN TEST VIDEOS AMONG THE CONCERNED UPSAMPLING METHODS

are Bullinger (432×240), Car (432×240), Horse (432×240),
Rollerblade (320×240), GT-Fly (960×544), and Undo_Dancer
(960 × 544).

The related experiments have been performed under the
Windows 7 operating system. Excluding SRCNN [10] and
EEDS [36], the concerned methods are implemented in
Visual C++ 2015 on the following platform: 3.6 GHz Intel
i7-4790 CPU with 8 GB of RAM. SRCNN [10] and
EEDS [36] are implemented in Matlab R2013a and Python 3.6,
respectively, on the following platform: GeForce GTX 1080 Ti
GPU with 24 GB of RAM. The compression platform used is
HTM 2.0, and the GOP size is set to 32. A total of 11 different
QPs, 4, 8, 12, 16, 20, 24, 28, 32, 36, 40, and 44, are used for
encoding the test video sequences.

A. PSNR and SSIM Quality Merits

To evaluate the quality of the upsampled right-view image,
the traditional PSNR metric is used. Table I tabulates the

average PSNR values of the concerned upsampling methods.
Here, the direct downsampling scheme is applied to each
original right-view image frame. From Table I, we observe that
our RTCWF-LRIPRC method has the best average PSNR per-
formance. When compared with the other concerned methods,
the PSNR gain of RTCWF-LRIPRC is more than 0.79 dB.
Note that the PSNR performance of SRCNN and EEDS is
superior to that of Gao et al.’s method.

SSIM is used to measure the joint effects of the luminance,
contrast, and structure similarity preservation between the
upsampled right-view image and the equal-sized ground-truth
right-view image. We suggest that readers refer to [35] for
a detailed definition of SSIM. Table II tabulates the average
SSIM performance for the concerned upsampling methods.
From Table II, we still observe that our RTCWF-LRIPRC
method has the highest average SSIM performance among
the concerned methods. In addition, the SSIM performance of
SRCNN and EEDS remains superior to Gao et al.’s method.
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TABLE IV

COMPARISON OF AVERAGE StSDLC FOR THE SEVEN TEST VIDEOS AMONG THE CONCERNED UPSAMPLING METHODS

Fig. 11. The quality-bitrate tradeoff comparison. (a) Alt Moabit. (b) Bullinger. (c) Car. (d) Horse. (e) Rollerblade. (f) GT-Fly. (g) Undo_Dancer.

B. MOVIE and StSDLC Quality Merits
The motion-based video integrity evaluation (MOVIE)

index [28] is used to measure the reconstructed video
quality by considering both spatial and temporal distor-
tion assessment. A lower MOVIE index means a better
reconstructed video quality. The MOVIE index is defined
by

MOVIE = MOVIEspatial × MOVIEtemporal (18)

where the detailed definitions of the average spatial
domain error, MOVIEspatial, and the temporal domain error,
MOVIEtemporal, can be found in [28]. Table III tabulates the
average MOVIE performance for all the concerned methods.

From Table III, we observe that SRCNN has the best MOVIE
performance, i.e., the lowest average MOVIE value, and our
RTCWF-LRIPRC method and EEDS are the second.

StSDLC [31] is a useful metric for measuring the upsampled
stereoscopic video quality, and it considers the structural
distortions, blur measurement, and content complexity in
the upsampled stereoscopic video. A lower StSDLC means
a better upsampled video quality. A detailed definition
of the StSDLC metric can be found in [31]. Table IV
lists the average StSDLC performance and indicates that
SRCNN is in first place, our RTCWF-LRIPRC method
is second, EEDS is third, and Gao et al.’s method is
fourth.
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Fig. 12. The first visual effect comparison. (a) The magnified subimage cut off from the Alt Moabit image. (b) Anchor. (c) SAI. (d) NEDI. (e) Gao et al.
(f) WFIP_1_EC. (g) SRCNN. (h) EEDS. (i) RTCWF-only. (j) RTCWF-LRIPRC.

Fig. 13. The second visual effect comparison. (a) The magnified subimage cut off from the Car image. (b) Anchor. (c) SAI. (d) NEDI. (e) Gao et al.
(f) WFIP_1_EC. (g) SRCNN. (h) EEDS. (i) RTCWF-only. (j) RTCWF-LRIPRC.

TABLE V

COMPARISON OF AVERAGE EXECUTION TIME FOR THE SEVEN TEST VIDEOS AMONG THE CONCERNED UPSAMPLING METHODS

C. Bitrate-Distortion Tradeoff Merit in RD Curves

The RD curves are plotted to demonstrate the quality-
bitrate tradeoff performance of the concerned methods under
the aforementioned eleven QPs. Here, the bitrate of one
compressed test video is defined by

bitrate = B

N
(19)

where B denotes the total number of bits used to compress
the test video with N (= 100) images. Excluding Bicubic,
Fig. 11 plots the nine RD curves of the concerned upsampling
methods. In Fig. 11, the X-axis denotes the required number

of Kbits per second, and the Y-axis denotes the PSNR value.
From Fig. 11, we observe that except for the Bullinger
video sequence, our RTCWF-LRIPRC method has the best
quality-bitrate tradeoff performance for the other six video
sequences, and SRCNN is the second best. For the Bullinger
video sequence, SRCNN has the best quality-bitrate tradeoff
performance, and RTCWF-LRIPRC is the second best.

D. Visual Effect Merit

As shown in Fig. 12(a), as the ground-truth example,
we take one magnified subimage cut off from the first image of
the Alt Moabit video with QP=0. After applying Anchor, SAI,
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NEDI, Gao et al., WFIP_1_EC, SRCNN, EEDS, our RTCWF-
only method, and our RTCWF-LRIPRC method to Fig. 12(a),
Figs. 12(b)-(j) demonstrate the nine upsampled subimages,
respectively. As shown in the regions marked by red ellipses,
RTCWF-LRIPRC has the best visual effect, especially for
horizontal textures. The second visual effect comparison is
illustrated in Fig. 13, and we observe that RTCWF-LRIPRC
and Gao et al.’s method have the best visual effect, especially
for license numbers.

E. Execution Time Comparison

Table V illustrates the execution time comparison among
the concerned methods. From Table V, we observe that,
excluding RTCWF-only, our RTCWF-LRIPRC method, which
is implemented on a CPU, is the fourth best among the con-
cerned methods and is much faster than SRCNN and EEDS,
which are implemented on a GPU. On average, RTCWF-
LRIPRC needs 0.961 seconds per image on a CPU, EEDS
needs 2.399 seconds in Python 3.6 on a GPU under the
Keras framework, and SRCNN needs 9.225 seconds in Matlab
R2013a on a GPU under the Caffe framework. The number
of MAC operations of SRCNN is 570.42k, as counted by the
Netscope CNN Analyzer, indicating why the execution time
performance of SRCNN is the worst among the concerned
methods.

Tables I-IV and Figs. 11-13 indicate that among the con-
cerned methods, the proposed RTCWF-LRIPRC method has
the best PSNR, SSIM, quality-bitrate tradeoff, and visual effect
performance and is the second best in the MOVIE and StSDLC
performance comparison. According to the execution time and
overall quality performance comparison for seven typical test
stereoscopic video sequences, we conclude that our proposed
RTCWF-LRIPRC upsampling method performs best among
the concerned methods for ASRVC.

VI. CONCLUSION

We have presented the proposed RTCWF-LRIPRC
upsampling method for ARSVC. The resolution- and
texture-inconsistency problem in the conventional WF-based
upsampling scheme in the spatial domain has been resolved by
RTCWF. The rugged residual field occurring in the previous
WF-based IP prediction scheme in the interview domain
has been improved by LRIPRC. An adaptive fusion-based
strategy is proposed to integrate RTCWF and LRIPRC such
that the quality improvement of the upsampled image can be
maximized. Based on seven typical test stereoscopic video
sequences, the experimental results have shown that, in terms
of six quality metrics and the execution time performance
on two implementation platforms, our RTCWF-LRIPRC
method achieves the best overall performance among the
concerned methods for ARSVC. Recently, Zhang et al. [42]
proposed a successful super-resolution CNN method for
multiple degradations (SRMD), in which the blur and noise
degradations [41] are considered. Future research work will
integrate RTCWF-LRIPRC and the CNN architecture to
handle multiple degradations in upsampling for ARSVC.
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