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ABSTRACT

In this paper, we propose a novel Vision- and system on chip (SoC)- based fall detection method for the elderly.
Once, a fall event is detected, an alarm signal is immediately sent out to query first aid to the elderly. Our
novel fall detection method consists of five effective steps: checking whether the light condition has been stabi-
lized, GMM-based background and foreground estimation, a new strategy to solve the foreground lag problem,
solving the false fall detection problem when light comes from a neighboring room, as well as the fall detection
determination and the general-purpose input/output based warning mechanism. Based on the test videos, the
experiments have been carried out demonstrate that our proposed fall detection method can meet the real-time,
low cost, and high accuracy demands.
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1. INTRODUCTION

According to the report in [13], the percentage of the people aged 65 or older in the world will be 16% in 2050.
The main reason is that the number of elderly people is increasing due to the growth of health care provided by
hospitals and the medical advancements. Especially, if the elderly patient falls in the room. Once a fall event
occurs for an older person, if a fall detection signal can be sent out in time to query first aid, the person can be
rescued. The previous fall detection methods can be classified into the following four categories: the wearable
device-based category [10], [3], the ambiance sensor-based category [11], [12], the RGB-D (red-green-blue color
camera plus depth sensor) based category [1], [2], and the camera-based category [7], [8], [9].

The main weakness in the wearable device-based category is that it is inconvenient for the elderly to carry a
wearable device all day in order to avoid falls. The main constraint of the wearable device-based fall detection
category is that it is inconvenient for the elderly to carry a wearable device all day in order to avoid falls. The
hardware cost of the camera and the bundled personal computer is also not cheap for the consumers. We take
the two methods [8], [9] as the comparative methods because the two methods are camera-based approach which
is similar to ours.

The above-mentioned weaknesses motivated us to propose a novel vision- and SoC-based fall detection
method. Our proposed method can meet the real-time, low cost, and high accuracy demands. In addition,
the comprehensive experiments have been carried out to demonstrate that in terms of commonly used met-
rics, accuracy, precision and recall, our proposed vision- and SoC-based fall detection method outperforms the
state-of-the-art methods [8], [9].

2. THE HARDWARE SETTING

As depicted in Fig. 1(a), the two hardware facilities used in our method are the SoC ‘Hisilicon-Hi3516CV300’
with size 37mm × 37mm (see Fig. 1(b)) and the bundled camera ‘M12-4IR(3MP)-C’; they are combined together
and are arranged at location A. In Fig. 1(a), ‘B’ denotes the table, ‘C’ denotes the bed, and ‘D’ denotes the
clothes chest in the room. The side-view of the room is depicted in Fig. 1(c).
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Figure 1. The depiction of our hardware setting in the room. (a) The top-view of the room. (b) The used SoC ‘Hisilicon-
Hi3516CV300’. (c) The side-view of the room to the door.

Figure 2. The depiction of the foreground distortion problem caused by the perspective projection from the foreground to camera.

3. THE PROPOSED FALL DETECTION METHOD

Because the camera is set up in a high position under the ceiling, as shown in Fig. 2, we observe that the
perspective projection from the camera to the head H, waist W, and feet F of the foreground often leads to
HW � WF , making the traditionally used gradient information unreliable. It motivated us to develop a new
approach to solve the fall detection method under this environment. Our method is descriped as below.

3.1 Step 1: Checking Whether the Light Condition has been Stabilized or not

Let It and It−1 denote the two images at time instances t and t − 1, respectively. In order to test whether the
light condition has been stabilized or not before starting the formal fall detection task, we first compute the
absolute difference between the average gray value of It and that of It−1, and then we compute the absolute
average difference which can be calculated quickly by the following building histogram computation-based way:

Davg = |
∑255

i=0(i×Ht(i))

320× 240
−

∑255
j=0(j ×Ht−1(j))

320× 240
| (1)

where Ht and Ht−1 denote the two histograms of It and It−1, respectively, in which each image is of size 320 ×
240. The histogram of each image can be quickly calculated by calling the building function ‘HI MPI IVE Hist’
in SoC.

Further, we check whether the value of Davg is less than the specific threshold or not, and empirically the
threshold is set to 100. If not, it means that the light condition has not been stabilized and we go to Step 1;
otherwise, we go to Step 2.

Figure 3. The flow of our new fall detection method.



Table 1. BUILDING FUNCTIONS IN SoC.
Subroutine Name Functionality
HI MPI IVE And logical AND operation
HI MPI IVE CCL connected component labeling

HI MPI IVE Dilate dilate operation
HI MPI IVE Erode erosion operation
HI MPI IVE GMM2 background estimation

HI MPI IVE Hist histogram calculation
HI MPI IVE Or logical OR operation

HI MPI IVE Sobel Sobel edge detector
HI MPI IVE Sub subtraction operation

(a) (b)

Figure 4. One example for the false fall detection problem and its solution. (a) The foreground is approaching the door. (b) The
false foreground caused by opening the door.

3.2 Step 2: GMM-based Background and Foreground Estimation

We first apply the GMM-based building function ‘HI MPI IVE GMM2’ to estimate the background model, and
then generate the foreground model by subtracting the estimated background from the current image frame.
Secondly, we apply an erosion operation ‘HI MPI IVE Erode’ to remove the small foreground component, and
then a dilation operation ‘HI MPI IVE Dilate’ is applied to connect the nearest neighboring foreground compo-
nents to form a more complete foreground component. When the foreground stays in some place for a period of
time, the foreground will gradually melt into the background, causing the foreground melting phenomenon.

3.3 Step 3: Efficient Strategy to Solve the Foreground Lag Problem

In the foreground melting period, if the foreground leaves one place to another place, it leads to two foregrounds,
one in the old place and the other in the new place.

In our strategy, first, we apply the connected component labeling function ‘HI MPI IVE CCL’ to label each
foreground component. Let Fold and Fnew denote the old foreground map residing in the background and the
newly generated foreground map, respectively. In the two foreground maps, Fold and Fnew, each white foreground
pixel is denoted by ‘1’, and each background pixel is denoted by ‘0’. After that, we perform the subtraction
operation ‘HI MPI IVE Sub’ on It and It−1 to obtain the difference image D. Then, we calculate the absolute
value of each resultant pixel-value in D. Based on the specified threshold T (empirically we set T = 10), the
difference image D is further binarized and the binarized image Db, in which each white pixel ‘1’ often appears
on the boundary of the current foreground. In other words, the binary image Db does represent the boundary
of the current foreground.

For each selected white pixel, we use it as the seed to obtain the corresponding connected component in
Fnew by calling the connected component labeling function ‘HI MPI IVE CCL’. As a result, all the connected
components in Fnew can be collected and they are denoted by the set C. We now calculate the centroid of C by

(xc, yc) = (
m10

m00
,
m01

m00
) (2)

in which m10, m01, and m00 denote the traditional first-order, first-order, and zero-order moments of C.

The centroid in Eq. (2) is used to identify the center of the true foreground.



3.4 Step 4: Solving the False Fall Detection Problem

When the foreground is opening the door, as shown in Fig. 4(a), at that moment, the light coming from the
neighboring room into the current room usually makes the centroid of the newly generated foreground go back to
the current room. As shown in Fig. 4(b), the red circle denotes the centroid of the newly generated foreground
back to the current room. In Fig. 4(a), the red circle denotes the centroid of the new foreground generated by
the light coming from the neighboring room.

Considering three consecutive images, It−2, It−1, and It, we perform the Sobel edge detection ‘HI MPI IVE Sobel’
on the three images to obtain the three edge maps, Et−2, Et−1, and Et. Next, we perform the difference op-
eration between two consecutive edge maps, and obtain the two boundary maps Bt−1 = Et−1 − Et−2 and
Bt = Et − Et−1. Further, we perform the logical AND operation ’HI MPI IVE And ’ on Bt−1 and Bt, and we
have B′t = Bt−1 ∩ Bt. Let the number of white pixels in B′t be |B′t|. In order to enhance the fall detection
robustness, we perform B′t = B′t ∪B′t−1 ∪B′t−2 ∪B′t−3 ∪B′t−4 to avoid the light change effect on the foreground
estimation because of the light coming from the neighboring room. Then, we calculate the centroid of B′t, (x′c, y

′
c).

If (x′c, y
′
c) resides in the special door area, marked in advance, we claim that the foreground has left the current

room, and we ignore whatever the centroid value has been calculated; otherwise, it means that the centroid
(xc, yc) of the foreground is still located in the current room, and we claim that the foreground is still in the
current room.

3.5 Step 5: Fall Detection Determination

If the centroid of the detected foreground is on the floor area, then the detected foreground is considered to be
in the current room. In addition, if the centroid stays in a fixed location for more than t seconds, e.g. t = 10, a
fall detection alarm signal is sent out; otherwise, go to Step 1.

4. EXPERIMENTAL RESULTS

The thorough experimentation has been carried out to demonstrate the detection accuracy merit of our vision-
and SoC-based fall detection method when compared with the two image processing- and PC (personal computer)-
based fall detection methods [8], [9].

First, four parameters, true positive (TP), true negative (TN), false positive (FP), and false negative (FN),
are defined by
TP: the number of fall events correctly detected by the concerned method.
TN: the number of non-fall events correctly detected by the concerned method.
FP: the number of non-fall events incorrectly detected as fall events by the concerned method.
FN: the number of fall events incorrectly detected as non-fall events by the concerned method.

The performance evaluation metrics, accuracy, precision, recall, and error-rate, are defined by

Accuracy (Ac) =
TP + TN

TP + FP + TN + FN
; Precision(Pr) =

TP

TP + FP
(3)

Recall (Rc) =
TP

TP + FN
; Error-rate (Er) = 1−Accuracy (4)

where ‘Accuracy’ denotes the total successful fall and non-fall detection rate of all events; ‘Precision’ denotes the
successful fall detection rate of all fall events; ‘Recall’ denotes the successful rate of all fall reports; ‘Error-rate’
is equal to ‘1 - Accuracy’.

In the fall event simulation, five types are considered in the experiment, namely backward, forward, lateral
left, lateral right, and syncope fall types. In the non-fall event simulation, the postures include walking, sitting,
standing, and crouching. Each posture is simulated five times, so there are five videos for each posture. Totally,
we have 45 videos covering the nine postures. Table 2 tabulates the performance comparison among our method
and the two concerned methods. In Table 2, we observe that our method has 95.6% detection accuracy, 4.4%
(= 1 - 95.6%) error-rate, 96% detection precision, and 96% detection recall. In summary, our method has the
best accuracy and the least error-rate.



Table 2. ACCURACY COMPARISON AMONG THE CONCERNED METHODS.

TP TN FP FN Ac(%) Pr(%) Re(%) Er(%)

Proposed 24 19 1 1 95.6 96 96 4.4
Nguyen et al. [9] 11 20 0 14 68.9 100 44 31.1

Lin et al. [8] 20 14 6 5 75.6 76.9 80 24.4

5. CONCLUSION

We have presented our Vision- and SoC-based fall detection method for the elderly. Our method consists of
five steps, and among them, in particular, we propose new strategies to solve two practical and challenging
problems, the foreground lag problem and the false fall detection problem when opening the door. The thorough
experimental data have demonstrated that our method can meet the low-cost, low-power, high accuracy, and
real-time healthcare demands.
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