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Abstract We present a linear-time elimination method
to adaptively reduce the nine intraprediction modes in
H.264/AVC to two, three, five, or nine modes while preserv-
ing a satisfactory reconstructed video quality. Resemblance
between prediction modes and appearing frequency for each
prediction mode are first determined in an off-line way from
the training video sequences. Prediction modes are modeled
as vertices and resemblance between two prediction modes
as the weight of the connecting edge in a complete graph.
Then, find the Hamilton cycle with the minimum sum of
weights. When encoding each intrablock, prediction modes
corresponding to the adjacent vertices along the Hamilton
cycle are examined for similarity. The predictionmodewhich
appears less frequently in a pair of similar predictionmodes is
declared as redundant and eliminated. When compared with
Laroche et al.’s method which aims to reduce the bitrate,
experimental results demonstrate that the proposed elimi-
nation method can substantially reduce the execution time
while preserving the peak signal-to-noise ratio and bitrate
performance.
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1 Introduction

H.264/advanced video coding (AVC) [1] established by
the Joint Video Team (JVT) of ISO/IEC Moving Picture
Experts Group (MPEG) and ITU-T Video Coding Experts
Group (VCEG) has become the state-of-the-art video cod-
ing standard to tackle a large number of video applications.
H.264/AVC provides good features to enhance the cod-
ing efficiency. For example, for intercoding, it exploits
seven variable block sizes and multiple reference frames
in motion compensation; for intracoding, it applies four
prediction modes to 16 × 16 block and nine prediction
modes to 4 × 4 and 8 × 8 blocks. In this research, we
focus on intraframe coding in H.264/AVC. For enhancing
the bitrate performance by reducing the bitrate requirement
in the intraframe coding, several methods, such as the pre-
diction mode information inference approach [2], chroma
subsampling [3], and transform-based coding [4], were
developed.

Intraframe bitrate is mainly composed of the bit require-
ment for recording the optimal prediction mode, which
depends on the number of prediction mode candidates, and
the resulting residuals. Most methods reduce the bitrate by
substantially reducing the resulting residuals via increasing
the number of prediction mode candidates. One alterna-
tive is to reduce the number of prediction mode candidates
at little cost of increasing the residuals. However, under
the low-bitrate environment, it is difficult to substantially
reduce the residuals by increasing the number of predic-
tion mode candidates, implying that we should reduce the
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Fig. 1 Nine prediction modes of an intra block in the intra 4 × 4 par-
tition mode

bitrate by decreasing the number of prediction mode can-
didates. Laroche et al. [2] proposed an O(n2)-time method
to eliminate redundant prediction modes and hence reduce
the number of prediction mode candidates by exploiting the
similarity between prediction modes, as shown in (Fig. 2),
where n denotes the number of prediction modes.

In this paper, for each intrablock, we propose an O(n)-
time method which adaptively reduces the nine intrapredic-
tion modes in H.264/AVC to two, three, five, or nine modes
while preserving a satisfactory reconstructed video quality.
The resemblance between any two prediction modes and the
appearing frequency for each prediction mode are first deter-
mined based on the training video sequences. A complete
graph is constructedwhere the predictionmodes aremodeled
as vertices and the weight on each edge represents the resem-
blance between the two prediction modes connected by the
edge. Then, find the Hamilton cycle with the minimum sum
of weights. When encoding each intrablock of a new video
sequence, prediction modes corresponding to the adjacent
vertices along the Hamilton cycle are examined for similar-
ity. The prediction mode which appears less frequently in a
pair of similar prediction modes is eliminated. The proposed
elimination scheme can reduce the bitrate by decreasing
the number of prediction mode candidates and preserve the
quality of the reconstructed video sequences. The compu-
tational complexity of the proposed elimination method is
O(n)-time when compared to Laroche et al.’s O(n2)-time
method.

2 Intraprediction modes of H.264/AVC

In the intracoding of H.264/AVC, each 16 × 16 macroblock
can be partitioned into a set of intrablocks of one of the three
possible sizes, namely 16× 16, 8× 8, and 4× 4; that is, the
macroblock can be partitioned according to the intra 16×16
partition mode, the intra 8 × 8 partition mode, and the intra
4 × 4 partition mode.
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Fig. 2 The distribution of the number of similarity checkings in
Laroche et al.’s elimination scheme

Since the intra 16× 16 partition mode only involves four
intraprediction modes, it is not worth eliminating the redun-
dant intraprediction modes in terms of the bitrate reduction.
We primarily study the elimination for the intra 8 × 8 and
4×4 partitionmodes, eachwith the same nine intraprediction
modes. The nine predictionmodes for the intra 4×4 partition
mode are shown in Fig. 1, where P0, P1, . . ., and P8 denote
the eight directional prediction modes and one DC predic-
tion mode. The prediction mode predicts, by extrapolation,
each pixel value in an intrablock, and the resulting prediction
errors are called residuals. The residuals are then quantized
by a quantization matrix, which depends on the quantization
parameter (QP), for encoding and the quantization usually
leads to distortions when reconstructing the intrablock at
the decoding side. For each intrablock, the encoder selects
the optimal prediction mode Pi∗ such that the rate-distortion
(RD) cost is minimized; that is,

i∗ = argmin
i∈J

{Di + λRi }, (1)

where Di and Ri represent, respectively, the distortion, and
the bitrate corresponding to the prediction mode Pi ; λ is
the QP-dependent Lagrangian multiplier, which is a com-
mensurate constant between distortion and bitrate, and J =
{0, 1, 2, . . . , 8}. The optimal prediction mode is then used
for encoding and decoding the intrablock. In addition, the
intracoding of H.264/AVC also supports a so-called most
probable prediction mode, whose index is the smaller index
of the optimal prediction modes corresponding to the upper
and left intrablocks relative to the current intrablock. If the
most probable prediction mode occurs to be the optimal pre-
diction mode for the current intrablock, only one bit will be
used for encoding the index of the optimal prediction mode;
otherwise, four bits will be used, resulting in higher bitrate.
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3 Survey of Laroche et al.’s method

In this section, we briefly introduce Laroche et al.’s O(n2)-
time method [2] for eliminating the redundant prediction
modes. Their method is performed on all the partitioned
4 × 4 and 8 × 8 intrablocks. Since both 4 × 4 and 8 × 8
intrablocks employ the same elimination scheme, we only
present the elimination scheme for the 4 × 4 intrablocks.
Denote by V = {

Bk |1 ≤ k ≤ N
}
the video sequence with

N intrablocks, whereBk represents the k-th 4×4 intrablock.
Let B̂k

i denote the corresponding extrapolated intrablock for
Bk using prediction mode Pi with i ∈ J . To eliminate the
redundant prediction modes for Bk , Laroche et al.’s method
first determines the similarity between prediction modes Pi
and Pj for Bk with i �= j and i, j ∈ J . Pi and Pj are sim-
ilar for Bk , denoted by Pk

i ≈ Pk
j , if the following equality

holds:

Q−1(Q(DCT (B̂k
i − B̂k

j ))) = 0, (2)

whereDCT (B̂k
i − B̂k

j ) denotes the discrete cosine transform

(DCT) coefficient matrix of the difference between B̂k
i and

B̂k
j , Q the quantization matrix which depends on the QP

used, and Q−1 the inverse quantization matrix. Note that
the similarity condition test for Eq. (2) can be realized by
adopting the method in [5]. Thus, once Pk

i ≈ Pk
j , Pi or

Pj can be eliminated from J . It is obvious that larger num-
ber of checkings for elimination is required for the cases of
lower QPs. When there exist no similar prediction modes, it
requires 36 checkings for elimination in Step 2, whereas only
8 checkings are required if all pairs of prediction modes are
similar.

Let J ∗ denote the index set after eliminating the redun-
dant prediction modes. Once J ∗ is determined by Laroche
et al.’s method, an optimal prediction mode Pi∗ is deter-
mined by Eq. (1), where J is replaced by J ∗, for encoding.
Since the size of J ∗ is usually smaller than the size of J ,
encoding the index of the optimal prediction mode selected

from J ∗ requires fewer than four bits, which are used in
H.264/AVC standard, and hence results in less bitrate. In
summary, when compared with H.264/AVC, the advantage
of less bitrate under the similar reconstructed quality is
obtained at the cost of larger execution time and losing
the H.264/AVC compliance in Laroche et al.’s elimination
method.

4 The proposed linear-time redundant prediction
mode elimination method

This section presents the proposed linear-time redundant pre-
diction mode elimination method.

4.1 Determination of Hamilton cycle and appearing
frequency for each prediction mode

Recall that B̂k
i denotes the extrapolated intrablock k using

prediction mode Pi . For each pair of Pi and Pj , calculate
the average absolute difference between the corresponding
extrapolated intrablocks by

D̄i, j =
∑N

k=1

∑

0≤u,v≤3
|B̂k

i (u, v) − B̂k
j (u, v)|

N
, 0 ≤ i, j ≤ 8,

where N represents the total number of intrablocks in the
training video sequences and B̂k

i (u, v) denotes the pixel
value at position (u, v) in the extrapolated intrablock B̂k

i .
The average absolute difference D̄i, j reflects the resem-
blance between prediction modes Pi and Pj in the training
video sequences. Smaller values of D̄i, j indicate that pre-
diction modes Pi and Pj are more resembling in the train-
ing video sequences. Computed from four training VCEG
video sequences [6] with mixed spatial resolutions, Table
1 gives the resemblance matrix for each pair of prediction
modes.

Table 1 Resemblance matrix for pairs of prediction modes based on the training VCEG video sequences

P0 P1 P2 P3 P4 P5 P6 P7 P8

P0 0.0 357.7 209.4 200.9 228.3 154.1 290.0 136.7 376.5

P1 357.7 0.0 210.3 388.7 237.3 297.6 162.0 369.8 109.2

P2 209.4 210.3 0.0 249.5 158.8 166.8 166.4 217.7 216.4

P3 200.9 388.7 249.5 0.0 289.7 247.3 333.3 100.5 402.7

P4 228.3 237.3 158.8 29.65 0.0 119.8 121.5 258.7 267.2

P5 154.1 297.6 166.8 247.3 119.8 0.0 210.0 206.4 320.6

P6 290.0 162.0 166.4 333.3 121.5 210.0 0.0 309.1 207.3

P7 136.7 369.8 217.7 100.5 258.7 206.4 309.1 0.0 385.8

P8 376.5 109.2 216.4 402.7 267.2 320.6 207.3 385.8 0.0
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Fig. 3 The constructed complete undirected weighted graph and the
Hamilton cycle with the minimum sum of weights

A complete undirected weighted graph, as depicted in
Fig. 3, is constructed by modeling prediction modes as ver-
tices and resemblance between two prediction modes as the
weight on the edge which connects the prediction modes.
Finding the sequence of predictionmodeswith themaximum
overall resemblance is equivalent to finding the Hamilton
cycle with the minimum sum of weights. That is, to find
the sequence of prediction modes with the maximum over-
all resemblance, we first construct the complete undirected
weighted graph G = (V, E, w), where V = {Pi |0 ≤ i ≤ 8}
and E = {(Pi , Pj )|0 ≤ i < j ≤ 8} are, respectively, the sets
of vertices and edges, and w = {w(Pi , Pj ) = D̄i, j |0 ≤ i <

j ≤ 8} denotes the set of weights on the edges. Then, find the
shortest tour ofG, namely the Hamilton cycle H = Pπ(0) →
Pπ(1) → …→ Pπ(8) → Pπ(0), where π is a permutation of
vertices such that

∑7
i=0 w(Pπ(i), Pπ(i+1))+w(Pπ(8), Pπ(0))

is minimized.
In graph theory, finding the Hamilton cycle in a graph

is an NP-complete problem [7]. Since there are only nine
prediction modes for each intrablock, there exist 8! possible
Hamilton cycles, implying that the Hamilton cycle with the
minimum sum of weights can be determined in 8! exhaustive
enumerations. Based on the resemblance matrix in Table 1,
the Hamilton cycle with the minimum sum of weights found
by exhaustive enumeration is P1 → P8 → P2 → P3 →
P7 → P0 → P5 → P4 → P6 → P1, as shown by the red
arrows in Fig. 3.

The Hamilton cycle with the minimum sum of weights
corresponds to the sequence of prediction modes with max-
imum overall resemblance, indicating that the neighboring
prediction modes along the Hamilton cycle are more resem-
bling and one of the neighboring prediction modes may
be redundant. Thus, contrasted to Laroche et al.’s method,
only the neighboring prediction modes are examined for
similarity in the proposed method. If the neighboring predic-
tion modes are similar, the prediction mode which appears
less frequently is regarded as redundant and will be elimi-

Table 2 Appearing frequency for each prediction mode based on the
training VCEG video sequences

Mode P1 P0 P8 P2 P4 P6 P7 P3 P5

Frequency (%) 21.0 17.0 13.6 10.2 9.3 8.5 7.4 6.7 6.4

nated. Computed from the training VCEG video sequences,
Table 2 gives the appearing frequency for each prediction
mode.

4.2 Elimination of redundant prediction modes

Since two adjacent prediction modes along the Hamilton
cycle are resembling, there may exist one redundant pre-
diction mode for elimination. The prediction mode which
appears less frequently in a pair of similar prediction modes
is declared as redundant and eliminated.

Denote by Pπ(0) → Pπ(1) → Pπ(2) → Pπ(3) → Pπ(4) →
Pπ(5) → Pπ(6) → Pπ(7) → Pπ(8) → Pπ(0) the Hamilton
cycle with the minimum sum of weights, where Pπ(0) is the
prediction mode with the highest appearing frequency. Let
fi represent the appearing frequency of prediction mode Pi
for i = 0, 1, . . . , 8. Recall that, for intrablock Bk , prediction
modes are said to be similar, denoted by Pk

i ≈ Pk
j , if the

similarity condition test in Eq. (2) is satisfied. Since adjacent
intrablocks tend to have similar texture, the most probable
prediction mode is likely to be the optimal prediction mode
when considering all the prediction modes and so should not
be eliminated. Starting with Pπ(0), the proposed scheme for
eliminating the redundant prediction modes for intrablock
Bk can be described as follows.

Step 1: Let J = {0, 1, . . . , 8}, b = 0, and i = 1.
Step 2: If Pk

π(b) ≈ Pk
π(i), go to Step 3; otherwise, let b = i

and go to Step 4.
Step 3: If fπ(b) > fπ(i), eliminate π(i) from J ; otherwise,

eliminate π(b) from J and let b = i .
Step 4: Let i = (i + 1) mod 9. If i = 1, then go to Step 5;

otherwise, go to Step 2.
Step 5: Include the index of the most probable prediction

mode in J if it is not in J and stop.

Denote by J̃ the output index set after eliminating the
redundant predictionmodes. Since each step in the abovepro-
cedure needs O(1) time, the elimination scheme has O(n)-
time complexity with n denoting the number of prediction
modes. Furthermore, the same Hamilton cycle, determined
in an off-line way, is used for examining similar prediction
modes in each intrablock. Thus, for eliminating the redun-
dant prediction modes in each intrablock, the computational
complexity of the proposed method is O(n).
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4.3 Encoding and decoding the index of the optimal
prediction mode

Once J̃ is obtained, the optimal prediction mode Pi∗ is
determined such that the RD cost is minimized; that is,
i∗ = argmini∈ J̃ {Di + λRi }.

If the most probable prediction mode turns out to be Pi∗ ,
then only one bit with value 1 is used to record the index of
Pi∗ . Since J̃ is different from the standard index set, which
includes all the prediction modes, in H.264/AVC, we need
to design a different codebook for identifying the index of
the optimal prediction mode. Denote by | J̃ | the cardinality
of J̃ . If | J̃ | = 2 and the most probable prediction mode is not
the optimal prediction mode, then only one bit with value 0
is used to record the index of Pi∗ . If | J̃ | > 2 and the most
probable prediction mode does not turn out to be the optimal
prediction mode, we need 1+ �log2(| J̃ | − 1)	 bits to record
the index of Pi∗ .

Note that different sizes of J̃ may require the same num-
ber of bits for recording the index of Pi∗ and hence result
in the same recording cost in terms of the number of bits.
For example, given that the most probable prediction mode
is not the optimal prediction mode, the cases of | J̃ | = 6,
| J̃ | = 7, | J̃ | = 8, and | J̃ | = 9 all require a four-bit code-
word to record the index of Pi∗ . Provided not increasing the
number of bits for recording the index of Pi∗ , we may aug-
ment J̃ to J ∗, for further reducing the prediction errors, by
adding back some eliminated prediction modes with higher
appearing frequencies. That is, for further reducing the pre-
diction errors while keeping the bit length of the codeword
unchanged, if | J̃ | = 6, | J̃ | = 7, | J̃ | = 8, or | J̃ | = 9, we
augment J̃ to J ∗ with |J ∗| = 9 ; if | J̃ | = 4 or | J̃ | = 5,
we augment J̃ to J ∗ with |J ∗| = 5; if | J̃ | = 3, we have
J ∗ = J̃ with |J ∗| = 3; if | J̃ | = 1 or | J̃ | = 2, we augment
J̃ to J ∗ with |J ∗| = 2. Table 3 summarizes the codebook
design for J ∗. Excluding the index of the most probable pre-
diction mode, the prediction mode indices in J ∗ are listed in
an ascending order. Given J ∗, the codeword can be used to
identify the optimal prediction mode. For example, suppose
J ∗ = {0, 2, 5, 6, 8} with element 5 denoting the index of
the most probable prediction mode of the current intrablock
and a codeword of length 3 is transferred to the decoder. The
decoder first identifies the most probable prediction mode
which is P5. If the first bit of the codeword received by the
decoder is 1, then P5 is the optimal prediction mode of the
current intrablock. If the first bit of the codeword is 0, the
decoder first reconstructs J ∗ and then removes the index 5 of
the most probable prediction mode from J ∗. Finally, the last
two bits of the codeword are used to determine the position,
in the remaining J ∗, of the index of the optimal prediction
mode. For example, codeword 001 leads to the optimal pre-
diction mode P2, codeword 010 to P6, and codeword 011 to
P8.

Table 3 The codebook design for J ∗

|J ∗| J ∗ Codeword

2 Most probable prediction mode index 1

The other prediction mode index 0

3 Most probable prediction mode index 1

The other two prediction mode indices 00

01

5 Most probable prediction mode index 1

The other four prediction mode indices 000

001

010

011

9 Most probable prediction mode index 1

The other eight prediction mode indices 0000

0001

0010

0011

0100

0101

0110

0111

Return to the encoding side. The proposed scheme first
eliminates redundant prediction modes, includes the most
probable prediction mode if necessary, and then increases
the size of the index set, by adding back the indices of the
eliminated prediction modes with higher appearing frequen-
cies, to the nearest larger integer of values 2, 3, 5, and 9.
Finally, the optimal prediction mode Pi∗ is determined by
i∗ = argmini∈J∗{Di + λRi }.

To retrieve the optimal prediction mode at the decoding
side, we first check the first bit of the codeword to determine
whether the most probable prediction mode is the optimal
prediction mode. If the first bit of the codeword occurs to
be “1,” then the most probable prediction is the optimal pre-
diction mode and the intrablock can be reconstructed. If the
first bit of the codeword occurs to be “0,” first obtain J ∗ by
the same elimination and augmentation schemes based on
the reconstructed adjacent reference blocks and then iden-
tify the optimal prediction mode according to the codeword
with 1 + �log2(|J ∗| − 1)	 bits.

4.4 Detailed steps for encoding and decoding procedures

This subsection describes the detailed steps of encoding and
decoding for the index of the optimal prediction mode for
each intrablock.

The detailed steps for encoding the optimal prediction
mode for each intrablock can be summarized as follows.
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Step 1: Obtain the reduced prediction mode index set J̃ by
applying the proposed elimination scheme, which
eliminates the redundant prediction modes along
the Hamilton cycle.

Step 2: Augment the prediction mode index set from J̃ to
J ∗.

Step 3: Select from J ∗ the index of the optimal prediction
mode which has the minimum RD cost.

Step 4: Construct the codeword for the optimal prediction
mode index. If the most probable prediction mode
occurs to be the optimal prediction mode, then the
codeword is “1;” otherwise, the codeword starts
with “0” and the sequence of the following binary
bits indicates the ordinal number of the optimal pre-
diction mode in J ∗ excluding the most probable
prediction mode.

The detailed steps for retrieving, at the decoding side, the
index of the optimal prediction mode can be summarized as
follows.

Step 1: If the first bit of the codeword is “1,” then the most
probable prediction mode is the optimal prediction
mode for the current intrablock and stop; otherwise,
go to Step 2.

Step 2: Obtain the reduced prediction mode index set J̃ by
applying the proposed elimination scheme, which
eliminates the redundant prediction modes along
the Hamilton cycle.

Step 3: Augment the prediction mode index set from J̃ to
J ∗.

Step 4: According to the codeword, determine the ordi-
nal number of the optimal prediction mode in J ∗
excluding the most probable prediction mode.

5 Experimental results

For comparison, two testing VCEG video sequences [8,9]
in CIF format with resolution 1080p were adopted for
H.264/AVC and four compared methods including the pro-
posedmethod, Laroche et al.’s method, Kwon et al.’s method
[10], and the simple elimination (SE)methodwhich uses only
the five most frequent prediction modes in Table 2. In addi-
tion, another four trainingVCEGvideo sequences [8,9] were
adopted to construct the resemblance matrix, the appearing
frequency table, and the Hamilton cycle, as shown in Tables
1-2 and Fig. 3, respectively, for the proposed method. In the
experiments, the VCEG test common conditions which only
contain theHigh profilewere adopted and all the frames in the
sequences were intracoded. Furthermore, the context-based
adaptive binary arithmetic coding (CABAC) was used as the
entropy coding option. For comparison, four different QPs,

22, 27, 32, and 37 were considered in the experiments. All
compared methods were implemented on the IBM compati-
ble computer with Intel Core i7-3770 CPU 3.4 GHz and 8GB
RAM. The operating system used was Microsoft Windows
7, and the implementation software platform was JM 18.5
[11], which is realized by Visual C++ 2012.

The PSNR of a reconstructed video sequence with K
frames of size X × Y is expressed as

PSNR = 10 log10
2552

1

K XY
∑K

k=1
∑X

x=1
∑Y

y=1

[
Fk (i, j)−F ′k (i, j)

]2

where Fk(i, j) denotes the color value of the pixel at posi-
tion (i, j) for the kth image frame in the original video
sequence and F ′k(i, j) is the analog for the reconstructed
video sequence. Denote by Nb the bit number and N f the
frame number of the video sequence. Let H represent the
frame rate which is the number of frames played per second.
The bitrate of a reconstructed video sequence is defined as

bitrate = NbH

N f
.

In general, the rate-distortion (RD) curves, which repre-
sent the values of PSNR against different values of bitrate,
measure the trade-off between the quality and the storage for
each compared method. Figure 4 contains the five RD curves
of the four compared methods and H.264/AVCwith the High
profile for two test video sequences. When fixing the values
of PSNR, the proposed and Laroche et al.’s methods require
less bitrates than the other two methods for higher QPs, as
shown in the middle row of Fig. 4. This is mainly because
the bitrate for the redundant prediction modes is effectively
eliminated from the compressed video sequences by the pro-
posed and Laroche et al.’s methods. However, for the cases of
lower QPs, since the bitrate resulted from the intraprediction
only takes low proportion in the total bitrate, as depicted in
Fig. 1 of [2], the proposed and Laroche et al.’s methods yield
less gain in bitrate reduction, as shown in the bottom row
of Fig. 4. The SE and Kwon et al.’s methods usually deliver
inferior performance of PSNRand bitrate since the twometh-
ods eliminate the prediction modes without considering the
similarity among the prediction modes.

Furthermore, based on the RD curves shown in Fig. 4,
we computed the relative gains of the four compared meth-
ods against H.264/AVC. The relative gains can be measured
by Bjøntegaard delta PSNR (BD-PSNR) [12], which is the
average gain in PSNR over a range of bitrate. Table 4 gives
the values of BD-PSNR of the four compared methods
against H.264/AVC for two test video sequences with differ-
ent spatial resolution formats. Positive values of BD-PSNR
indicate that the method with the corresponding elimination
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Fig. 4 The RD curves for the four compared methods and H.264/AVC
corresponding to the two test video sequences with the High profile: (a-
a2) Tempete (CIF) and (b-b2) CrowdRun (1080p). Middle and bottom
rows, respectively, contain the correspondingmagnified figures at lower
and higher levels of bitrate

Table 4 BD-PSNR values (dB) over QP values {22, 27, 32, 37} for the
proposed method, Laroche et al.’s method, the SE method, and Kwon
et al.’s method against H.264/AVC for the two testing video sequences
with different spatial resolution formats

High profile

Format Video sequence Method BD-PSNR

CIF Tempete Proposed 0.01

Laroche et al.’s 0.02

SE −0.15

Kwon et al.’s −0.08

1080p CrowdRun Proposed 0.01

Laroche et al.’s 0.01

SE −0.18

Kwon et al.’s −0.03

scheme delivers higher average PSNR, i.e., better quality of
the reconstructed video sequences than that of H.264/AVC.
From Table 4, it is clear that the proposed and Laroche et
al.’s methods produce approximately zero values of BD-
PSNR, indicating that the quality of the reconstructed video
sequences of both the two methods is similar to that of

H.264/AVC, and hence, no substantial quality degradation
is incurred from the corresponding elimination schemes. In
contrast, the SE method and Kwon et al.’s method produce
negative values of BD-PSNR since the two methods may
eliminate non-redundant prediction modes for not consider-
ing the similarity among prediction modes.

In summary, since the proposed method eliminates only
the redundant prediction modes, the positive values of BD-
PSNR confirmed that the proposed method can effectively
reduce the bitrate while preserving the quality of the recon-
structed video sequences. In addition, we also performed the
experiments using the GOP structure to show the clear effect
on bitrate reduction by the proposed method.

The overall performance of computational time for each
compared method can be evaluated by plots of the average
encoding time vs. different QPs and the average decoding
time vs. different QPs. The five curves in Fig. 5 show the
plots of the average encoding time vs. different QPs for
the five compared methods with the High profile. It is clear
that the SE method has the least computational time at the
encoding side since it only uses five most frequent pre-
diction modes, whereas the proposed and Laroche et al.’s
methods require more computational time due to the exami-
nation of the redundant prediction modes. Nevertheless, for
the cases of higher QPs, the computational time of the pro-
posed and Laroche et al.’s methods may be less than that
of H.264/AVC since more redundant prediction modes are
eliminated, and hence, the RD optimization for the opti-
mal prediction mode would be accelerated. When compared
with Laroche et al.’s method, the proposed method always
requires less computational time. The reason is that more
similarity checkings are required for eliminating redundant
prediction modes by an exhaustive search in Laroche et al.’s
method than that by the Hamilton cycle in the proposed
method, while the two methods have the similar computa-
tional time for the RD optimization, as shown in Tables 5
and 6.

Similarly, the plots of the average decoding time vs. differ-
entQPs for the concerned fivemethods are given in Fig. 6 and
show that the SE and Kwon et al.’s methods and H.264/AVC
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Fig. 5 The average encoding time for eachof thefive compardmethods
over different QPs corresponding to the two testing video sequences
with the High profile: a Tempete (CIF) and b CrowdRun (1080p)
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Table 5 Average number of the similarity checkings and the corre-
sponding computational time required for the proposed method and
Laroche et al.’s method

Method Block size Number of similarity check-
ings (Computational time in
µ s)

Laroche et al.’s 4 × 4 25.66 (24.92)

8 × 8 30.65 (110.24)

Proposed 4 × 4 8.75 (9.62)

8 × 8 8.81 (34.78)

Table 6 Average number of the remaining predictionmodes used in the
RD optimization and the corresponding computational time after per-
forming the elimination schemes of the proposed method and Laroche
et al.’s method

Method Block size Number of remaining prediction
modes (Computational time in µ s)

Laroche et al.’s 4 × 4 2.75 (124.42)

8 × 8 7.38 (374.59)

Proposed 4 × 4 2.90 (124.67)

8 × 8 7.52 (375.24)
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Fig. 6 The average decoding time for each of the five compared meth-
ods over different QPs corresponding to the two testing video sequences
with the High profile: a Tempete (CIF) and b CrowdRun (1080p)

have the least and approximately equal computational time at
the decoding side since the threemethods candirectly retrieve
the index of the optimal prediction mode. Unlike the above
three methods, both the proposed and Laroche et al.’s meth-
ods additionally need to reconstruct the index set J ∗ so as to
retrieve the index of the optimal prediction mode, implying
that the corresponding elimination schemes would be reper-
formed, and hence, more computational time is delivered.
Nevertheless, when compared with Laroche et al.’s method,
the proposed method is still more efficient since when recon-
structing the corresponding index sets, the proposed method
has less computational time complexity than Laroche et al.’s
method.

6 Conclusions

This paper has presented an efficient linear-time elimination
method to eliminate the redundant prediction modes of intra-
coding in H.264/AVC. When compared with Laroche et al.’s
method, the proposed elimination method can substantially
reduce the execution timewhile preserving the similar PSNR
and bitrate performance. The proposed elimination method
can be extended to the cases when compressing the video
sequences using the High Efficiency Video Coding (HEVC)
standard [13] and is expected to achieve more significant
effect on bitrate reduction. However, it is a challenging to
find the Hamilton cycle in the graph with thirty-five nodes.
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