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Abstract— With the advance of coding and network technology,
the multiview video (MVV) system has received growing attention
in the 3-D TV market since it can provide consumers with more
realistic scenes from different viewpoints. In the MVV system,
each video sequence consists of one color-map video and one
depth video to be encoded and the depth-image-based rendering
technique is often used to create/synthesize virtual views for
different viewpoints. To attain the same quality of virtual views,
encoding depth videos in a fast and bitrate-saving manner is
crucial. Based on the depth no-synthesis-error model developed
by Zhao et al., this paper proposes a new intra-/inter-prediction
scheme first and then a fast quadtree structure determination
scheme for encoding depth videos in 3-D High Efficiency
Video Coding (3D-HEVC). The first proposed scheme has
bitrate-saving merit because for each coding unit, each depth
value is modified to approach the predicted intra-/inter-depth
value as closely as possible, but without causing any synthesis
errors in the resultant virtual views. The second proposed
scheme has the merit of low computational cost because it
can terminate the quadtree structure determination for coding
tree units as early as possible. Based on four typical test video
sequences, the empirical results demonstrate that on average,
our proposed encoding method for depth videos has 16.3%
bitrate and 13.8% encoding-time improvement ratios when
compared with the traditional method in 3D-HEVC test model,
while preserving the quality of the rendered virtual views. In
addition, our proposed method outperforms that of Lee et al. in
terms of the required bitrate and encoding time.

Index Terms— 3-D High Efficiency Video Coding (3D-HEVC),
depth no-synthesis-error (D-NOSE) model, depth video coding,
depth-image-based rendering (DIBR), encoding time, multiview
video (MVV) system, quadtree structure decision, quality of
rendered view.

I. INTRODUCTION

3 -D TV systems [1] have received growing attention in the
consumer electronics market since they provide viewers

with 3-D scenes via the stereoscopic video sequences [2].
In some instances, e.g., watching sport, the audience may
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hope to watch 3-D scenes from different viewpoints. Multiview
video (MVV) techniques have thus been developed to satisfy
these demands. In general, there are two kinds of video formats
used in MVV systems, namely, the MVV format [3] and the
MVV plus depth (MVD) format [4].

Compared with encoding MVV sequences, encoding
MVD video sequences require less storage and transmission
bandwidth because only a few real views, each containing one
color-map video sequence and the corresponding depth video
sequence, need to be encoded. Each color-map video sequence
is acquired using the color camera, while the corresponding
depth video sequence is directly acquired by the depth sensor
or by a depth estimation method [5], [6]. On the decoder side,
the virtual views can be synthesized by the depth-image-based
rendering (DIBR) technique [4]. Due to its merits of prac-
ticality and effectiveness, the MVD format has increasingly
become popular in the 3-D TV broadcasting market.

When encoding MVD video sequences for 3-D TV broad-
casting, the three metrics, bitrate, quality, and encoding time,
are commonly used for performance comparison. In the JPEG
and H.264 [7] environments, several efficient methods have
been developed for coding depth maps in the MVD video
sequences and they can be roughly classified into five cate-
gories. The first category encodes depth maps by referring the
information from the corresponding color maps since the color
and the depth maps of an MVD video sequence are usually
highly correlated with each other [8]–[12]. Maitre et al. [8] and
Daribo et al. [9] proposed to reuse the motion vectors found in
the color map for the corresponding depth map so as to reduce
the bitrate requirement. In [10] and [11], based on the encoding
modes used in the color map, two fast mode decision methods
for encoding the depth maps were proposed. Instead of encod-
ing the depth maps, Temel et al. [12] encoded the depth cues,
which were extracted from the depth maps by referring the
luminance, chrominance, texture, and motion information from
the color maps, to achieve a bitrate-saving effect and utilized
the decoded depth cues to reconstruct the depth maps for
synthesizing the virtual views. The second category provides
the new encoding modes for edge regions to reduce the syn-
thesis errors caused by the compressed depth values [13], [14].
Liu et al. [13] proposed a sparse dyadic mode to effectively
extract the edge information in each depth block, resulting
in a low bitrate and high rendering quality. Chen et al. [14]
proposed an efficient intra-coding method, which can locate
the depth blocks containing the object boundaries, and
then 29 modified prediction modes were used to reduce the
intra-prediction errors. The third category improves the
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performance of depth map coding by considering the
correlation between different views in the MVD video
sequences [15], [16]. Lee et al. [15] exploited the temporal
and inter-view correlation in the color maps to skip regular
coding of similar blocks in the corresponding depth maps
so as to reduce the coding time and bitrate requirements
without degrading the decoded depth map quality. Li et al. [16]
proposed the joint view filtering method to enhance inter-view
consistency of the depth maps in the MVD video sequences.
The fourth category preprocesses the depth maps to reduce
the bitrate requirement in encoding depth maps [17]–[21].
De Silva [17] proposed a bitrate-saving method by smoothing
the depth maps prior to depth map coding. In addition to the
smoothing preprocess, some methods [18]–[21] downsampled
depth maps at the encoder side to the end of bitrate saving,
and then a special upsampling filter was applied after decoding
to reconstruct the depth edge information. The fifth category
takes the synthesis errors into account to preserve the quality
of the synthesized virtual view [22]–[24]. Merkle et al. [22]
studied the influence of geometry distortions resulting from the
coding artifacts of H.264/MVC and a platelet-based coding
algorithm. Cheung et al. [23] introduced the concept of the
do not care region to manipulate the depth value within it
without causing severe synthesis errors and then applied the
proposed range to obtain sparse depth representations in the
transform domain, leading to a coding gain for depth maps.
Zhao et al. [24] proposed a new bitrate-saving method by
smoothing the depth value of each pixel for all intra prediction
via Gaussian filtering. In their method, all the smoothed depth
values are forced to fall within the allowable range, which is
determined by the depth no-synthesis-error (D-NOSE) model,
without causing any synthesis errors.

Although the previous methods for encoding depth maps
in H.264 have bitrate-saving and/or fast encoding merits, the
coding framework of H.264 limits their bitrate and quality
performance. With the release of the next-generation video
coding standard, High Efficiency Video Coding (HEVC) [25],
the HEVC video coder provides better compression perfor-
mance than the H.264/AVC coder. To extend the coding scope
of HEVC from 2-D to 3-D videos, the HEVC extension
for 3-D video coding, named 3D-HEVC, was proposed to
compress the MVD video sequences [26]–[28]. In 3D-HEVC,
the color maps are encoded using three coding strategies,
namely, disparity-compensated prediction, inter-view motion
prediction, and inter-view residual prediction. For encod-
ing depth maps, the other three coding strategies, namely,
the new intra-coding modes, modified motion compensation,
and motion parameter inheritance, are utilized. Further, the
synthesis errors are considered in the rate–distortion (RD)
optimization process to improve the quality of the virtual
views. Accordingly, by employing the above coding strate-
gies in 3D-HEVC, the MVD video sequences can be
encoded with a high compression ratio. However, these coding
strategies involve several time-consuming steps, leading to
high encoding-time complexity. To improve the practicability
of 3D-HEVC, how to reduce the encoding time without
harming the quality and bitrate performance, or even how to
reduce both the encoding time and bitrate without degrading

the quality, is rather desired. To this end, several previous
methods [15], [18]–[21] have provided effective coding strate-
gies to improve the required encoding time and/or bitrate
in H.264, but they may not be suitable for 3D-HEVC. For
instance, the effectiveness of Lee et al.’s method [15] may be
weakened because the used inter-view correlations are consid-
ered in 3D-HEVC; the downsampled depth maps suggested
in [18]–[21] can reduce the encoding complexity, but some
important depth information may be lost during the downsam-
pling process, which may result in severe synthesis errors. For
compressing depth maps using 3D-HEVC, this paper aims to
develop new and efficient coding strategies to reduce both the
encoding time and the bitrate without causing synthesis errors.

In this paper, we propose a novel coding method for
compressing depth videos of MVD sequences in 3D-HEVC.
The proposed coding method consists of two new D-NOSE-
based schemes, the bitrate-saving intra-/inter-prediction
scheme and the fast quadtree structure determination scheme.
Let us briefly describe the difference between our proposed
first scheme and the previous method in [24]. Zhao et al. [24]
smoothed the depth value of each pixel for all intra predictions
via Gaussian filtering until all the smoothed depth values fell
within the allowable range. However, they did not propose a
method for inter prediction. In our first proposed scheme, we
modify each depth value such that within the allowable range,
all the modified depth values can approach the intra- and
inter-predicted depth values, respectively, as closely as
possible, leading to a clear bitrate-saving effect. Besides the
bitrate-saving effect contributed in the first proposed scheme,
our second proposed scheme, the fast quadtree structure
determination scheme contributes the merit of low encoding
time. Based on four typical test video sequences, our proposed
improved coding method for depth videos outperforms the
traditional method in 3D-HEVC test model (3D-HTM)
and Lee et al.’s method [15] in terms of the bitrate and
encoding-time metrics.

The rest of this paper is organized as follows. In Section II,
we briefly review the MVV system with MVD format and
the used 3D-HEVC standard. In Section III, we present the
proposed new bitrate-saving and fast method for compressing
depth videos. In Section IV, some experiments are carried
out to illustrate the bitrate and execution-time merits of the
proposed method. In Section V, the conclusion is drawn.

II. MULTIVIEW VIDEO SYSTEM WITH MVD FORMAT

AND THE USED 3D-HEVC
This section consists of two subsections. In the first

subsection, we briefly introduce the MVV system with
MVD format, and explain how the DIBR technique can
be used to synthesize the virtual views using the color and
depth maps in the MVD video sequence. In the second
subsection, we briefly introduce the used 3D-HEVC for
compressing MVD video sequences, and point out the bitrate
and encoding-time issues when encoding depth videos.

A. Multiview Video System With MVD Format
To reduce the storage space and transmission bandwidth

required in the MVV system, it is suggested that the



CHUNG et al.: NOVEL BITRATE-SAVING AND FAST CODING FOR DEPTH VIDEOS IN 3D-HEVC 1861

MVD format uses fewer cameras to capture real views, and
then the virtual views can be synthesized with the captured
real views using the DIBR technique [4]. Eventually, the real
views and the generated virtual views are used together for
3-D display.

Let the M real views, which are generated by M cameras,
be denoted by v0, v1, . . . , and vM−1. For simplicity, the real
view is also called the view. For each view, suppose there
are N time slots for both the color and depth maps. Let
fm,n and gm,n denote the color map and the corresponding
depth map, respectively, captured at the nth time slot of
the mth view where 0 ≤ n ≤ N − 1 and 0 ≤ m ≤ M − 1.
In addition, the color and depth values of fm,n and gm,n at
position (x, y), 0 ≤ x ≤ W − 1 and 0 ≤ y ≤ H − 1, are
denoted by fm,n(x, y) and gm,m(x, y), respectively. In [29],
the quantized depth value gm,n is obtained by

gm,n(x, y)

= Q(zm,n(x, y))

=
⌊

255× Znear

zm,n(x, y)
× Zfar − zm,n(x, y)

Zfar − Znear
+ 0.5

⌋
(1)

where zm,n(x, y) denotes the original depth value,
Znear and Zfar denote the nearest and farthest depth
values, and �x� denotes the greatest integer less than or equal
to x . Here, the values 0 and 255 of the quantized depth value
represent, respectively, the farthest and nearest distances from
the mth camera.

Without losing generality, we assume that the M cameras
are aligned horizontally such that the vertical disparity
between the real view and the neighboring virtual view can
be ignored in the warping step of the DIBR technique.
We now explain how to synthesize the virtual view between
two adjacent views vm and vm+1. As shown in (2), each color
pixel fm,n(x, y) in the nth color map of vm is warped to the
position (x ′, y ′) of the virtual view where(

x ′
y ′

)
=

(
x + dh

m,n(x, y))
y

)
(2)

the horizontal disparity dh
m,n(x, y) is defined by

dh
m,n(x, y) = f �

Q−1(gm,n(x, y))
(3)

and the warped color pixel is denoted by f r
m,n(x ′, y ′).

In (3), f is the focal length of the camera and � denotes
the baseline length between the real view and the virtual view.
The dequantized depth value of gm,n(x, y), Q−1(gm,n(x, y)),
is defined by

Q−1(gm,n(x, y)) = 1
gm,n (x,y)

255

( 1
Znear
− 1

Zfar

)+ 1
Zfar

. (4)

Since mapping fm,n(x, y) to f r
m,n(x ′, y ′) is not a one-to-one

function, the above warping process often generates holes. The
hole filling process [30], [31] can be used to interpolate the
holes.

B. Used 3D-HEVC
In 3D-HEVC [26]–[28], the M views of one MVD video

sequence are classified into two types: 1) the independent

view v0 and 2) the dependent views containing the other M−1
views. The color and depth maps in the independent view
are first encoded by HEVC and the depth map coder, respec-
tively, without referring to the dependent views, v1, v2, . . . ,
and vM−1.

Considering the redundancy among adjacent views at
the same time instance, the color and depth maps in the
dependent views could be encoded using the inter-view
prediction to improve the quality and bitrate performance. In
the 3D-HEVC standard, only the decoding process is defined,
so we need an encoder to implement our proposed encoding
method for depth videos. Here, we adopt the encoding process
defined in the 3D-HTM and follow the provided example
implementation to implement the needed encoder such that
the encoded bitstreams can be handled by the 3D-HEVC
standard-compliant decoder.

In 3D-HEVC, each of the color and depth maps is
partitioned into a set of 64 × 64 blocks, each of which is
called a coding tree unit (CTU). For encoding each CTU, the
3D-HTM adopts the minimal RD cost criterion to accomplish
the quadtree partition process for each CTU. According to
the complete quadtree representation, each CTU is partitioned
into a set of blocks where each block is called the coding
unit (CU). The root node of the quadtree is a 64 × 64 CU,
C0

64×64, which can be partitioned into four 32 × 32 CUs,

C 0
32×32, C1

32×32, . . . , and C3
32×32. These CUs can be further

partitioned into sixteen 16 × 16 CUs, C0
16×16, C1

16×16, . . . ,

and C15
16×16. Finally, the sixteen CUs are partitioned into

64 8 × 8 CUs, C0
8×8, C1

8×8, . . . , and C63
8×8. Each CU can be

encoded using intra or inter prediction. The intra prediction
reduces the spatial redundancy, while the inter prediction
reduces the temporal redundancy or the redundancy between
two adjacent views. Both the prediction schemes partition each
CU into one or more prediction units (PUs), and then, based on
the minimal RD cost criterion, either intra or inter prediction
is selected as the best prediction mode. Further, the bottom-up
tree merging process is adopted to determine the quadtree
structure for encoding the CTU with minimal RD cost.

In the above description of the quadtree partition, it is
clear that for encoding depth videos, designing a new
intra-/inter-prediction scheme with minimal prediction errors
would lead to a bitrate-saving effect, and designing a faster
quadtree structure determination scheme would result in an
encoding-time reduction effect. In the following section,
we propose a novel intra-/inter-prediction scheme and a
new fast quadtree structure determination scheme, but
without causing any synthesis errors in the resultant virtual
views.

III. PROPOSED EFFECTIVE PREDICTION SCHEME AND

QUADTREE STRUCTURE DETERMINATION FOR

CODING DEPTH MAPS IN 3D-HEVC

This section consists of two subsections. In the first
subsection, based on the minimization of prediction errors,
a bitrate-saving intra-/inter-prediction scheme is presented for
coding depth maps in 3D-HEVC. In the second subsection,
we propose a fast quadtree structure determination scheme
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Fig. 1. PUs used in intra prediction.

for early termination of the quadtree-based partition process
in the depth map coding.

A. Proposed Bitrate-Saving Intra-/Inter-Prediction Scheme

1) For Intra Prediction: As shown in Fig. 1, for
performing the intra prediction on one 8 × 8 CU, Ci

8×8, the
3D-HEVC treats Ci

8×8 as an 8 × 8 PU denoted by Pi,0
8×8 or

treats it as four 4 × 4 PUs, Pi,0
4×4, Pi,1

4×4, Pi,2
4×4, and Pi,3

4×4.
However, the 3D-HEVC treats the 64 × 64, 32 × 32, and
16× 16 CUs as the same-sized PUs, Pi,0

k×k , k ∈ {64, 32, 16}.
In intra prediction, there are in total 39 intra-prediction
modes used to predict the depth values for each PU, namely,
the 35 directional interpolation modes and the four depth
modeling modes. It is known that the fewer prediction errors
there are, the less the bitrate requirement is. In what follows,
a bitrate-saving intra-prediction scheme based on prediction
error minimization is presented.

The D-NOSE model [24] indicates that we can change
the quantized depth value gm,n(x, y) to a value within the
allowable range R without degrading the synthesized virtual
view. As described in Section II-A, the virtual view can
be synthesized using the warping process, and hence the
allowable range R of the quantized depth value gm,n(x, y)
is determined by the horizontal disparity dh

m,n(x, y) in (3) and
the used rounding and precision strategies. Since the warped
pixel position could be represented by different precisions,
the λ-rounding (0 < λ ≤ 1) with precision 1/P , where
P = 1, denotes the integer precision and P > 1 denotes the
subpixel precision, is used to represent the horizontal disparity
dh

m,n(x, y). The horizontal disparity representation [24] of the
depth is given by

d̃h
m,n(x, y) =

⌈(
dh

m,n(x, y)
)− λ

)× P
⌉

P
(5)

where �x� denotes the smallest integer greater than or
equal to x . Since the disparity representation d̃h

m,n(x, y) is
not a one-to-one mapping, there may exist different depth
values which generate the same disparity representation
of the depth. Therefore, there exists a unique range
R = [�(gm,n(x, y)), u(gm,n(x, y))] with

�(gm,n(x, y))=min

⎧⎨
⎩v

∣∣∣∣∣∣

⌈(
f �

Q−1(v)
− λ

)
× P

⌉
P

= d̃h
m,n(x, y)

⎫⎬
⎭
(6)

u(gm,n(x, y)=max

⎧⎨
⎩v

∣∣∣∣∣∣

⌈(
f �

Q−1(v)
− λ

)
× P

⌉
P

= d̃h
m,n(x, y)

⎫⎬
⎭

(7)

and it has been shown that for each quantized depth value
gm,n(x, y), varying gm,n(x, y) in the allowable range R will
not cause any synthesis errors in the virtual view. According
to the range R derived from the D-NOSE model, we have
developed an intra-prediction scheme that minimizes the
prediction errors to achieve the bitrate-saving purpose during
the depth map coding.

For each k × k PU, Pi, j
k×k , j = 0 for k ∈ {62, 32, 16, 8} and

j ∈ {0, 1, 2, 3} for k = 4, the quantized depth value gm,n(x, y)
can be predicted using one of the 39 intra-prediction modes,
and we let PDp,k×k

intra (gm,n(x, y)) denote the predicted depth
value of gm,n(x, y) using the pth intra-prediction mode,
0 ≤ p ≤ 38. The proposed intra-prediction scheme aims
to modify each gm,n(x, y) to the one within the allowable
range R such that the modified depth value can approach
PDp,k×k

intra (gm,n(x, y)) with minimal prediction error; in the
meantime it will not cause any synthesis errors in the virtual
view. Consequently, we modify gm,n(x, y) by

gm,n(x, y) = arg min
g′∈R

∣∣g′ − PDp,k×k
intra (gm,n(x, y))

∣∣. (8)

In order to obtain the best modified depth value by (8) in
constant time, a lookup table is built up in advance to store
the allowable lower bound �(gm,n(x, y)) and upper bound
u(gm,n(x, y)) of gm,n(x, y), as shown in (6) and (7), for
0 ≤ gm,n(x, y) ≤ 255. After examining the 39 intra-prediction
modes using the proposed prediction scheme in (8) for each
PU, the resultant one with the minimal RD cost is selected as
the best intra-prediction mode. Let RDintra(Pi, j

k×k ) denote the

RD cost using the best intra-prediction mode to predict Pi, j
k×k .

The RD cost of the corresponding CU, Ci
k×k , is calculated by

RDintra
(
Ci

k×k

)

=

⎧⎪⎨
⎪⎩

min
(
RDintra

(
Pi

8×8

)
,

3∑
j=0

RDintra
(
Pi, j

4×4

))
, k = 8

RDintra
(
Pi,0

k×k

)
, otherwise.

(9)

The intra-prediction result will be compared with the inter-
prediction result, which is described in Section III-A2, and
then based on the comparative result, the best mode is finally
determined.

We now take a real 4× 4 depth block example as a PU to
show the bitrate-saving effect of the proposed intra-prediction
scheme. As shown in Fig. 2(a), we have a 4 × 4 current
depth block associated with 17 reference neighboring pixels.
Fig. 2(b) and (c) shows, respectively, the predicted depth block
after performing the vertical prediction mode on the current
block and the prediction error between Fig. 2(a) and (b).
Fig. 2(d) and (e) gives, respectively, the lower and the upper
bounds of the depth values in the depth block by (6) and (7)
with the nearest depth value Znear = 2228.75, the farthest
depth values Zfar = 156 012.21, the baseline length � = 38.66,
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Fig. 2. 4 × 4 depth block example to demonstrate the prediction error
reduction merit of our proposed intra-prediction scheme. (a) Current depth
block and 17 reference neighboring pixels. (b) Predicted depth block by
the vertical prediction mode. (c) Prediction-error block between (a) and (b).
(d) Lower-bound block. (e) Upper-bound block. (f) Modified depth block by
the proposed scheme. (g) Prediction-error block between (a) and (f).

the focal length f = 2017.81, and the rounding parameter
λ = 0.5. For convenience, the lower-bound block and the
upper-bound block of Fig. 2(a) are shown as Fig. 2(d) and (e),
respectively. Using the lookup table technique mentioned
above, the lower-bound block and the upper-bound of the
current depth block can be built up in linear time. Fig. 2(f)
illustrates the modified depth block using the proposed
intra-prediction scheme, and the corresponding prediction-
error block is shown in Fig. 2(g). Comparing Fig. 2(g)
with Fig. 2(c), the substantial effect on the prediction error
reduction of the proposed scheme can be observed.

2) For Inter Prediction: Besides the intra prediction,
the prediction errors of the inter prediction can also be
minimized to achieve the bitrate-saving purpose. For each
Ci

k×k , k ∈ {64, 32, 16, 8}, the 3D-HEVC performs the inter
prediction according to the eight partition ways as shown
in Fig. 3. In the first partition way, the inter prediction is
directly performed on the k × k PU, Pi,0

k×k . In the three
equal-sized partition ways, each k × k CU is partitioned
into: 1) four k/2 × k/2 PUs, Pi,0

k/2×k/2, Pi,1
k/2×k/2, Pi,2

k/2×k/2,

and P i,3
k/2×k/2; 2) two k/2 × k PUs, Pi,0

k/2×k and Pi,1
k/2×k ;

or 3) two k×k/2 PUs, Pi,0
k×k/2 and Pi,1

k×k/2. In the four unequal-
sized partition ways, each CU is partitioned into: 1) the k/4×k
left-side PU, Pi,0

k/4×k , and the 3k/4×k right-side PU, Pi,1
3k/4×k ;

2) the 3k/4×k left-side PU, Pi,0
3k/4×k , and the k/4×k right-side

PU, Pi,1
k/4×k ; 3) the k × k/4 upper-side PU, Pi,0

k×k/4, and the

k × 3k/4 bottom-side PU, Pi,1
k×3k/4; or 4) the k × 3k/4 upper-

side PU, Pi,0
k×3k/4, and the k × k/4 bottom-side PU, Pi,1

k×k/4.

For each available k1×k2 PU, Pi, j
k1×k2

, mentioned in the last
paragraph, the inter prediction is performed on the current PU
by motion-compensated or disparity-compensated prediction.

Fig. 3. PUs used in inter prediction.

Motion-compensated prediction predicts depth values for the
current PU by referring to the best matched block among
these reference depth maps, gm,r0 , gm,r1, . . . , and gm,rL−1 , in
the current view vm . Disparity-compensated prediction refers
to these m reference depth maps, gm−1,n , gm−2,n, . . . , and
g0,n, at the same instance in the previous m views to find the
best matched block of the current PU. Applying the motion-
compensated prediction to the PU Pi, j

k1×k2
, each depth value

gm,n(x, y) in Pi, j
k1×k2

is predicted by PD0,k1×k2
inter (gm,n(x, y)).

Similarly, gm,n(x, y) in Pi, j
k1×k2

is predicted by

PD1,k1×k2
inter (gm,n(x, y)) when the disparity-compensated pre-

diction is used. For minimizing the inter-prediction error, we
modify gm,n(x, y) to the one g′ within the allowable range R
to approach the predicted depth value PD

p,k1×kp
inter (gm,n(x, y)),

p = {0, 1}. Thus, gm,n(x, y) is modified by

gm,n(x, y) = arg min
g′∈R

∣∣g′ − PDp,k1×k2
inter (gm,n(x, y))

∣∣. (10)

After examining all modes, the best inter-prediction mode
of Pi, j

k1×k2
is the one with the minimal RD cost. Let

RDinter(Pi, j
k1×k2

) denote the RD cost using the best inter-

prediction mode to predict Pi, j
k1×k2

. The RD cost RDinter(Ci
k×k )

is calculated by

RDinter(C
i
k×k) = min

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

RDinter
(
Pi,0

k×k

)
∑3

j=0 RDinter
(
Pi, j

k/2×k/2

)
∑1

j=0 RDinter
(
Pi, j

k×k/2

)
∑1

j=0 RDinter
(
Pi, j

k/2×k

)
RDinter

(
Pi,0

k/4×k

)+ RDinter
(
Pi,1

3k/4×k

)
RDinter

(
Pi,0

3k/4×k)+ RDinter
(
Pi,1

k/4×k

)
RDinter

(
Pi,0

k×k/4

)+ RDinter
(
Pi,1

k×3k/4

)
RDinter

(
Pi,0

k×3k/4

)+ RDinter
(
Pi,1

k×k/4

)

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

.

(11)

According to the two RD costs obtained by the proposed
scheme for inter prediction and intra prediction, RDintra(Ci

k×k )

and RDinter(Ci
k×k), the final RD cost of Ci

k×k is obtained by

RD
(
Ci

k×k

) = min
(
RDintra

(
Ci

k×k

)
, RDinter

(
Ci

k×k

))
. (12)

With the help of the above proposed intra-/inter-prediction
scheme, in Section III-B, we propose a fast decision scheme
to terminate the quadtree structure determination of CTU
decisions as early as possible.
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B. Proposed Fast Quadtree Structure Decision Scheme

To encode each CTU, a full quadtree consisting of different-
sized CUs is initially established, and the smallest RD cost
of each partitioned CU can be determined by the proposed
bitrate-saving intra-/inter-prediction scheme. Then a bottom-up
tree merging process is used to decide the quadtree structure
with the minimal RD cost. Although performing the top-down
quadtree partition process and the bottom-up tree merging
process could determine the optimal quadtree structure, it
suffers from high computational cost. We now propose the fast
quadtree structure determination scheme for depth map coding.

Before partitioning Ci
k×k for k ∈ {64, 32, 16} into four child

CUs C4i
k/2×k/2, C4i+1

k/2×k/2 , C4i+2
k/2×k/2, and C4i+3

k/2×k/2, the proposed

quadtree structure decision scheme will check whether a
further partition is required. Using the lookup table of R,
each depth value gm,n(x, y) in Ci

k×k can access its allowable
range R (=[�(gm,n(x, y)), u(gm,n(x, y)]) in constant time.
After encoding C i

k×k , we further decode Ci
k×k to obtain the

reconstructed CU Cr,i
k×k and for each depth value gr

m,n(x, y) in
Cr,i

k×k , we check whether the condition gr
m,n(x, y) ∈ R is held

or not. If all depth pixels in Cr,i
k×k satisfy this condition, we stop

partitioning Ci
k×k further, achieving the time-saving effect.

Although the proposed quadtree structure determination
scheme is fast and synthesis error free, it may lead to a
slight bitrate performance degradation. In our experiments,
we find that when compared with the optimal quadtree
structure determined by the 3D-HTM, the early termination
strategy in the proposed scheme may skip some CU partitions,
resulting in many zero matrices. Because one zero matrix is
encoded merely using an end of block (EOB) symbol, skipping
these CU partitions increases the bitrate required for encoding
the CTU.

To remedy the above bitrate performance degradation, an
improved strategy is presented as follows. Let Ĉi

k×k denote the
prediction result of Ci

k×k , the prediction error is denoted by
Ei

k×k = Ci
k×k − Ĉi

k×k , F(Ei
k×k) denotes the coefficient matrix

after performing the discrete cosine transform or discrete sine
transform on Ei

k×k , and Q(F(Ei
k×k )) denotes the quantized

F(Ei
k×k). If Q(F(Ei

k×k )) = 0k×k , where 0k×k denotes a k×k
zero matrix, is held, we stop splitting the CU further. Because a
depth map usually has a large portion of homogeneous regions,
many quantized frequency coefficient matrices tend to be zero
matrices. Using the proposed improved strategy, the above
bitrate performance degradation problem of the proposed
quadtree structure determination scheme can be remedied.

We now discuss the impact of the proposed fast quadtree
structure determination scheme on the bitrate and quality. Let
T ∗ and T denote the quadtree structures determined by the 3D-
HTM and the proposed scheme, respectively. Assuming that
T ∗ 
= T , since T ∗ is the RD optimized quadtree structure,
we have RDT ∗(CT) ≤ RDT (CT) where RDT ∗(CT) and
RDT (CT) denote, respectively, the RD costs using T ∗ and T
to partition and encode the CTU CT . It is known that T ∗
can result in smaller RD cost. Considering the bitrate term in
the above two RD costs, denoted by RT ∗(CT) and RT (CT),
we now explain why the condition RT ∗(CT) ≥ RT (CT)

is held. First, because the height of T is smaller than that
of T ∗, we can use less bits to encode T than to encode T ∗.
Further, the proposed scheme early terminates the partition
process with zero matrices which can minimize the bitrate
for encoding the partitioned CUs by EOBs. Considering the
distortion term in the RD costs corresponding to T ∗ and T
denoted by DT ∗(CT) and DT (CT), RDT ∗(CT) ≤ RDT (CT)
and RT ∗(CT) ≥ RT (CT) lead to DT ∗(CT) ≤ DT (CT). In fact,
the 3D-HTM calculates the distortion term by combining the
distortions of the quantized depth values and the rendered
virtual view. Although the proposed scheme incurs larger
distortion in quantized depth values, the synthesis error-free
property can minimize the distortion in rendered virtual view.
From the above discussion, in addition to fast determination
of quadtree structure, the proposed scheme may also achieve
bitrate-saving effect without causing synthesis errors.

As mentioned previously, the allowable ranges for all
256 possible depth values, 0, 1, 2, . . . , 255, have been stored in
advance in the lookup table LUTR(i) for 0 ≤ i ≤ 255. We now
present the whole two-stage CTU decision scheme which
consists of the CTU partitioning stage and the CTU decision
stage. In the CTU partitioning stage, the two procedures,
namely, the Partition_CTU and Partition_CU, are used to
construct the optimal quadtree structure from the input CTU.
Here, the CTU CT and the quadtree T are used as the inputs
of the CTU quadtree decision stage.
PROCEDURE Partition_CTU(CT, LUTR)
1 T ← {}.
2 Construct C0

64×64 from CT.
3 T ← T ∪ CU_Partition(C0

64×64, LUTR, T ).
4 return T.

In line 1 of the above procedure, the quadtree T is initialized
to an empty set. In lines 2 and 3, the 64×64 CU is constructed
and the procedure Partition_CU is called to construct the
quadtree T , respectively.
PROCEDURE Partition_CU(Ci

k×k , LUTR, T )

1 Determine the best prediction mode of Ci
k×k according

to RD(Ci
k×k).

2 if k > 8 then
3 Encode Ci

k×k by the determined best prediction
mode and decode it to obtain the reconstructed
depth block Cr,i

k×k .
4 if gr

m,n(x, y) ∈ LUTR(gm,n(x, y)) for all pixels in
Cr,i

k×k and Q(F(Ei
k×k )) = 0k×k then

5 return Ci
k×k .

6 else
7 Partition Ci

k×k into C4i
k/2×k/2, C4i+1

k/2×k/2,

C4i+2
k/2×k/2, and C4i+3

k/2×k/2.
8 T ← T ∪ Partition_CU(C4i

k/2×k/2, LUTR, T ).

9 T ← T ∪ Partition_CU(C4i+1
k/2×k/2, LUTR, T ).

10 T ← T ∪ Partition_CU(C4i+2
k/2×k/2, LUTR, T ).

11 T ← T ∪ Partition_CU(C4i+3
k/2×k/2, LUTR, T ).

12 end-if
13 else
14 return Ci

k×k .
15 end-if
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Fig. 4. Color and depth maps of the four test sequences. (a)–(d) First color maps of the first view of the two-view sequences extracted from the Balloons,
Kendo, Lovebird, and Poznan Hall sequences, respectively. (e)–(h) Depth maps for (a)–(d), respectively.

In lines 3–12 of the above procedure, we deal with the
partition process for 64×64 CU, 32×32 CU, or 16×16 CU.
After encoding and decoding the CU in line 3, the two early
termination conditions for CU partitioning are checked in
line 4 and if one of them is not held, the four child CUs
are further partitioned (see lines 7–11). After constructing
the quadtree T, the CTU decision stage is used to determine
the optimal quadtree structure, and it is realized by the
procedure Optimal_Quadtree whose main body is the tree
merging process.

PROCEDURE Optimal_Quadtree(T )
1 k ← 16.
2 while k ≤ 64 do
3 for each Ci

k×k in T do
4 C� ← Descendant_Leaf(T, Ck

k×k ).
5 if RD(Ci

k×k) <
∑

C∈C�
RD(C) then

6 Cd ← Descendant(T, Ck
k×k ).

7 T ← T\Cd .
8 end-if
9 end-for

10 k ← k × 2.
11 end-while
12 return T

According to the bottom-up tree merging approach, as
shown in lines 2–11, the CUs in T are examined in the order
of the 16× 16 CUs followed by the 32 × 32 CUs, and then
the 64 × 64 CU. For Ci

k×k , the procedure Descendant_Leaf
in line 4 is used to take the descendants at the leaves of T,
say C�. In line 5, we compare the RD cost of Ci

k×k with
the sum of RD costs of CUs in C�. When Ci

k×k has a lower
RD cost, the tree merging process in lines 6 and 7 is used
to remove all descendant CUs from T. In line 7, \ denotes
the removal operator. Continue the above process to remove
infeasible CUs until the resultant merged quadtree T with the
minimal RD cost has been constructed.

IV. EXPERIMENTAL RESULTS

To demonstrate the effectiveness of the proposed coding
method for depth videos, four MVD video sequences, namely,

Balloons, Kendo, Lovebird, and Poznan Hall, were used as
the test instances for performance comparison between the
proposed improved coding method and the traditional method
in 3D-HTM. Furthermore, the depth map coding method pro-
posed by Lee et al. [15] was also considered for comparison
mainly because it aims to simultaneously reduce the bitrate and
save the encoding time, which is the same as the goal of the
proposed method, but via adopting a different strategy. Each
color/depth map in the first three video sequences, Balloons,
Kendo, and Lovebird, is 1024× 768 in size, and each map in
the Poznan Hall sequence is of size 1920× 1088. Among the
four test MVD video sequences, each sequence is composed
of three to twelve views, and each view has 200–300 color and
depth maps. Since fully using the above-mentioned four MVD
video sequences in our experiments requires huge memory
space and encoding time, in order to make our experiments
feasible, we extracted 100 color and depth maps from the
first and third views in the Balloons and Kendo sequences,
the fourth and sixth views in the Lovebird sequence, and
the fifth and seventh views in the Poznan Hall sequence to
form the four experimental two-view sequences. The first color
and depth maps of the first view are shown in Fig. 4, as
the input of 3D-HTM. The second view in the Balloons and
Kendo sequences, the fifth view in the Lovebird sequence,
and the sixth view in the Poznan Hall sequence are used
as the ground truth of the rendered virtual view. All exper-
iments were performed on a computer with an Intel i7-3770
CPU 3.4 GHz and 4-GB RAM. The program developing
environment was Visual Studio C++ 2008 implemented on
platform 3D-HTM 9.0 [33] with the Microsoft Windows 7
operating system. The virtual views are rendered using the
view synthesis reference software (VSRS) [32] and the ren-
dering method in VSRS is also used in 3D-HTM. The group
of pictures (GOP) size used in 3D-HTM is set to 8 and its
structure is shown in Fig. 5.

The bitrate of the compressed depth videos, the peak signal-
to-noise ratio (PSNR) of the rendered virtual views, and the
encoding time for compressing the depth videos are the three
main performance measures for comparison. With the frame
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Fig. 5. GOP structure used in our experiments.

rate of F frames per second, the bitrate of the compressed
depth videos in the MVD sequence with M real views is
defined as

BR =
M−1∑
i=0

Bi

N
× F (13)

where F denotes the frame rate per second, N denotes the
number of depth maps in each depth video, and Bi represents
the total number of bits used for compressing the depth
video for the i th view. A low bitrate implies less requirement
for storage and network bandwidth, and is preferred. Let
BRProposed, BRLee, and BR3D-HTM denote the bitrate required
in the compressed depth video using the proposed improved
coding method, the coding method by Lee et al. [15], and the
traditional method in 3D-HTM, respectively. Taking the tradi-
tional method in 3D-HTM as the comparison basis, the bitrate
improvement ratio of the coding method X is calculated by

ηBR = BR3D-HTM − BRX

BR3D-HTM
. (14)

The PSNR of the rendered virtual view is expressed as

PSNR = 1

N

N−1∑
i=0

10 log10
2552

MSEi
(15)

with

MSEi = 1

WH

W−1∑
x=0

H−1∑
y=0

[
f r
i (x, y)− f g

i (x, y)
]2 (16)

where f r
i (x, y) and f g

i (x, y) denote the color values of the i th
color maps in the rendered virtual view and the corresponding
ground truth, respectively. Here, the rendered virtual view
is synthesized using the compressed color video rather than
the original one. Let TProposed, TLee, and T3D-HTM denote the
encoding time for compressing the depth video using the
proposed improved coding method, the coding method by
Lee et al., and the traditional method in 3D-HTM, respectively.
The encoding-time improvement ratio of the coding method
X over the traditional method in 3D-HTM is calculated by

ηT = T3D-HTM − TX

T3D-HTM
. (17)

The empirical results, against different values of
quantization parameter (QP), regarding the bitrate of
the compressed depth video, the PSNR of the rendered
virtual view, and the encoding time of the depth video are
listed in Tables I–III, respectively. Table I gives the bitrates
of the compressed depth videos and the relative bitrate

TABLE I

BITRATE COMPARISON IN KILOBITS PER SECOND OF THE PROPOSED

CODING METHOD, LEE et al.’s CODING METHOD, AND THE

TRADITIONAL METHOD IN 3D-HTM

TABLE II

PSNR COMPARISON IN DECIBELS AMONG THE PROPOSED CODING

METHOD, LEE et al.’s CODING METHOD, AND THE TRADITIONAL

METHOD IN 3D-HTM

improvement ratios of the proposed method and Lee et al.’s
method over the traditional method in 3D-HTM. Because
the D-NOSE-based allowable ranges are somewhat wide in
the first three test video sequences, as shown in Table I,
the corresponding bitrate reduction effects of the proposed
method are rather clear. Considering the four test video
sequences, the proposed coding method has a 16.3% average
bitrate improvement when compared with the traditional one
in 3D-HTM. Meanwhile, Lee et al.’s method performs worse
than the proposed method, especially in the Lovebird video
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TABLE III

ENCODING-TIME COMPARISON IN SECONDS OF THE PROPOSED CODING

METHOD, LEE et al.’s CODING METHOD, AND THE TRADITIONAL

METHOD IN 3D-HTM

sequence, and only delivers a 6.1% bitrate improvement on
average when compared with the traditional one in 3D-HTM,
indicating that our proposed method is more robust and
possesses clear and satisfactory bitrate-saving merit.

Table II gives the PSNR values of the four rendered virtual
views using the three concerned methods. From Table II,
the average PSNR degradation of the proposed method and
Lee et al.’s method over the traditional one in 3D-HTM is
only 0.04 dB. In fact, when viewing the 3-D synthesized
scenes, such a quality degradation hardly causes any visual
difference. This very small PSNR deviation in the proposed
method occurs because, for the proposed intra-/inter-prediction
scheme, a very small portion of the decompressed depth
values may fall outside the allowable range after quantization
at the encoder side and dequantization at the decoder side.
The reason for the PSNR degradation of Lee et al.’s method
is mainly because skipping the regular encoding of depth
blocks and inheriting the encoding results from the similar
colocated depth blocks in the temporal or inter-view reference
frames cannot necessarily guarantee that no synthesis errors
will happen.

According to the average bitrate shown in Table I and the
average PSNR shown in Table II, we adopt the RD curve,
which depicts the average PSNR against the average bitrate for
the four different QPs, to illustrate the overall performance of
the proposed method, Lee et al.’s method, and the traditional
method in 3D-HTM. From the resultant RD curve depicted
in Fig. 6, the proposed method for compressing the depth
videos of the MVD sequences in 3D-HTM outperforms both
Lee et al.’s method and the traditional one in 3D-HTM in an
average sense.

Table III gives the encoding time required for compressing
the depth videos and the relative encoding-time improvement
ratios of the proposed method and Lee et al.’s method over

Fig. 6. RD curves of average PSNR against average bitrate over the four
concerned MVD video sequences for the proposed method, Lee et al.’s method
and the traditional method in 3D-HTM.

the traditional method in 3D-HTM. Since a lookup table of
the D-NOSE-based allowable ranges is built up in advance so
as to speed up the two proposed schemes and the proposed
quadtree structure determination scheme has the merit of
reducing the computational complexity, the proposed method
demonstrates less encoding time required for compressing the
depth videos and has a 13.8% encoding-time improvement on
average when compared with the traditional one in 3D-HTM.
Especially, compressing the first three test video sequences
by the proposed method can result in a higher encoding-time
reduction effect mainly because the D-NOSE-based allowable
ranges are somewhat wide in the corresponding depth
maps. In contrast, Lee et al.’s method only delivers a 7.3%
average encoding-time improvement when compared with
the traditional one in 3D-HTM, implying that the proposed
method, which has 13.8% encoding-time improvement, is
more effective for improving the encoding time of 3D-HTM.

Finally, we discuss the individual performance of the
proposed first and second schemes, i.e., the proposed bitrate-
saving prediction scheme and the proposed fast quadtree
structure determination scheme. To evaluate the performance
of the first scheme, we disabled the second scheme and used
the quadtree partition process of 3D-HTM to determine the
optimal quadtree partition of each CTU. For convenience, we
denote the above scheme as Proposed-I. Similarly, to evaluate
the performance of the second scheme, the first scheme
was disabled and the intra/inter prediction of the 3D-HTM
was used to encode each CU; this scheme is denoted as the
Proposed-II. Table IV shows the performance comparisons of
the average PSNR, bitrate, and encoding time for Proposed-I,
Proposed-II, and the traditional one in 3D-HTM. From
Table IV, both Proposed-I and Proposed-II can preserve
the quality of the rendered virtual view. When compared
with the traditional one in 3D-HTM, Proposed-I delivers
a 9.2% average bitrate improvement and nearly a 0%
encoding-time overhead, while Proposed-II provides not only
a 16.2% average encoding-time improvement but also a 4.2%
bitrate improvement. The bitrate improvement achieved by
Proposed-II confirms the discussion about the bitrate-saving
effect of the proposed fast quadtree structure determination
scheme in Section III-B. Note that in Table IV, the sum of the
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TABLE IV

PERFORMANCE COMPARISON OF THE AVERAGE PSNR, BITRATE, AND

ENCODING-TIME PERFORMANCE OF PROPOSED-I, PROPOSED-II,

AND THE TRADITIONAL ONE IN 3D-HTM

average bitrate improvements of Proposed-I and Proposed-II
is 13.4% (=9.2% + 4.2%), which is kind of different from
the average bitrate improvement of the proposed whole
method, i.e., 16.3%, as shown in Table I. The reason for this
discrepancy in Tables I and IV is because disabling either
the proposed first scheme or the proposed second scheme
results in different quadtree structures from using both
schemes together, such as the resultant RD cost and quadtree
structure. Based on the same reason, the sum of average
encoding-time improvement of Proposed-I and Proposed-II,
i.e., 16.7% (=0.5% + 16.2%), is also kind of different from
the average encoding-time improvement of the proposed
whole method, i.e., 13.8%, as shown in Table III.

In summary, the experimental results shown in Tables I–IV
confirm that for compressing depth videos of the MVD
sequences in 3D-HTM, the proposed coding method has not
only a clear bitrate-saving effect but also the merits of reducing
the computational cost and preserving the quality of the
rendered virtual view.

V. CONCLUSION

Based on the color and depth videos of the MVV system
with MVD format, the virtual views with arbitrary viewpoints
can be synthesized using the DIBR technique. With the
same quality of synthesized virtual views, compressing depth
videos in a fast and bitrate-saving manner is crucial. We have
presented the proposed bitrate-saving and low computational
coding method for improving the depth video coding in 3D-
HTM. The proposed coding method makes two main contri-
butions.

1) The proposed bitrate-saving intra-/inter-prediction
scheme can modify each depth value in the depth
videos such that the modified depth value falls
within the allowable range to minimize the intra- and
inter-prediction errors, so that it has no synthesis errors.

2) The proposed fast optimal-CTU-quadtree decision
scheme can terminate the quadtree-based partition
process of CTU as early as possible.

Although a very small portion of the decompressed depth
values may deviate from the allowable ranges after
quantization, the average PSNR degradation of the rendered
virtual view is only 0.04 dB empirically. On average, the
proposed coding method for compressing depth videos
has 16.3% bitrate and 13.8% encoding-time improvement
ratios when compared with the traditional method in 3D-HTM.
Consequently, the proposed coding method for compressing
depth videos achieves better bitrate and encoding-time
performance than Lee et al.’s method and the traditional
method in 3D-HTM while preserving the quality of the

rendered virtual view. Furthermore, since the proposed coding
method still incurs some quality deviation due to the fact
that a very small portion of the modified depth values may
fall outside the allowable range after dequantization, further
extension work is planned to take the quantization distortion
into account so as to solve this problem.
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