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In this paper, we propose a novel quality-efficient de-interlacing method for H.264-coded video
sequences with various resolutions. In the proposed method, using the syntax elements provided in
H.264 bitstreams, four new and efficient strategies are delivered for inter-coded macroblocks to improve
the quality of de-interlaced video sequences as well as alleviate the error propagation side effect. Based
on the real and generated interlaced video sequences with various common resolutions, experimental
results demonstrate the proposed de-interlacing method achieves better quality in terms of both objec-
tive and subjective measures when compared with the recently published method by Dong and Ngan.

� 2013 Elsevier Inc. All rights reserved.
1. Introduction

De-interlacing technique is used to convert the fields of an
interlaced video sequence into the frames of a de-interlaced video
sequence [10,16]. Besides filling missing lines in the fields, success-
ful de-interlacing methods also aim to achieve quality benefits.

Over the past two decades, a number of de-interlacing methods
were developed. These developed methods can be classified into
three categories, the intra-field methods [8,10,12,13,17], the in-
ter-field methods [5,6,11,14], and the hybrid methods [2–4,9,15].
In the intra-field methods, only the spatial information in the cur-
rent field is exploited to fill missing pixel values. This kind of de-
interlacing methods has low computation benefit, but it often pro-
duces unsatisfactory de-interlaced results, especially in the edges
or motion regions. The inter-field methods utilize the temporal
motion information between the adjacent fields to fill the missing
pixel values. They often can yield good quality of de-interlaced re-
sults when the temporal motion information is reliable; however,
unreliable motion information may result in undesirable de-inter-
laced results and high computational complexity is required in the
motion estimation process. The hybrid methods take both spatial
and motion information into account. They often yield better qual-
ity performance than intra-field and inter-field methods, but they
sometimes suffer from high computational load.

Nowadays, since H.264/AVC [1] has already been a popular vi-
deo compression standard, developing an efficient de-interlacing
method specifically for H.264-coded interlaced video sequences
is an interesting and important issue. To de-interlace an H.264-
coded interlaced video sequence, we can first decode the H.264 bit-
stream to obtain a reconstructed interlaced video sequence, and
then apply existing de-interlacing methods to fill the missing lines
of each field. However, the syntax elements (SEs), such as motion
vectors (MVs) and the residual of each block, which include
important hints of motions and edges, cannot be used in the de-
interlacing process. Since the SEs gives many useful information
for de-interlacing, for H.264-coded interlaced video sequences,
Dong and Ngan [7] proposed the first de-interlacing method by
efficiently utilizing the SEs in the H.264 bitstreams. Their proposed
quality-efficient de-interlacing method confines to full high-
definition (HD) resolution. Unfortunately, the quality degradation
problem may happen when directly applying their method to
H.264-coded video sequences with lower resolutions, such as the
commonly used common international format (CIF), quarter CIF
(QCIF), standard-definition (SD), and so forth. In real applications,
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for example, for video sequences with format 576i, each field is
originally interlaced and it must be de-interlaced in advance before
playing. As a result, de-interlacing for H.264-coded interlaced
video sequences with various resolutions is necessary, leading to
the main motivation of this research.

This paper presents a novel SE-based de-interlacing method for
H.264-coded interlaced video sequences with various resolutions.
In the proposed method, to fully utilize the SEs, such as MVs, resid-
ual, discrete cosine transform (DCT) coefficients, and indices of the
reference frames for inter-coded macroblocks (MBs), four new de-
interlacing strategies, namely (1) the quarter-pixel precision-based
motion and residual compensations, (2) the adaptive selection of
reference frame to reduce error propagation, (3) the motion blur
propagation reduction for full HD video sequences, and (4) the mo-
tion compensation- and low-pass filter-based quality refinement,
are presented to improve the de-interlaced video quality as well
as alleviate the error propagation side effect in the video se-
quences. We perform the experiment on the real interlaced video
sequences and the interlaced video sequences generated by
removing the lines of progressive videos. Experimental results
demonstrate the proposed de-interlacing method delivers better
quality of de-interlaced video sequences than Dong and Ngan’s
method. Based on the generated interlaced video sequences, the
average peak signal-to-noise ratio (PSNR) quality improvement of
the proposed de-interlacing method over Dong and Ngan’s method
for the video sequences with the resolutions of QCIF, CIF, SD, and
full HD can achieve, respectively, more than 1.86, 1.33, 0.59, and
0.88 dBs. Based on the real interlaced video sequences, the pro-
posed method yields fewer aliasing artifacts than Dong and Ngan’s
method, leading to better visual quality of de-interlaced video
sequences.

The rest of this paper is organized as follows. In Section 2, the
proposed de-interlacing method consisting of four efficient strate-
gies is presented. In Section 3, we report the experimental results
on the quality superiority of the proposed method for the video se-
quences with various resolutions. Section 4 addresses some con-
cluding remarks.
2. The proposed SE-based de-interlacing method for H.264-
coded video sequences with various resolutions

For the k-th M � N H.264/AVC decoded field f k, depicted in
Fig. 1(a), denote by f kði; jÞ the value of the pixel at position ði; jÞ,
where i denotes the vertical axis and j denotes the horizontal axis.
Initially, enlarge f k, by zero-padding approach, to obtain a 2M � N
frame Fk, depicted in Fig. 1(b). It yields to

Fkði; jÞ ¼
f kð i

2 ; jÞ; if i and k are even;

f kði�1
2 ; jÞ; if i and k are odd;

0; otherwise:

8><>: ð1Þ

Since a MB is of size 16� 16 in H.264/AVC, a field is thus partitioned
into a set of MBs. Denote by bk

m the m-th MB in f k and the corre-
sponding enlarged MB of size 32� 16 in Fk is denoted by Bk

m. For
easy understanding, Bk

m can be viewed as a working domain.
(a) (b)

Fig. 1. Depiction of (a) f k and (b) Fk .
According to the rate-distortion (RD) cost criterion, a MB bk
m is

encoded by either the intra or inter mode. When bk
m in f k is en-

coded by the intra mode, we apply the direction-based median fil-
ters in Dong and Ngan’s method [7] to de-interlace zero-padded
pixels although it can be extended to further consider two extra
edge directions with �22:5 degree and 22:5 degree in the case of
horizontal prediction mode. When bk

m in f k is encoded by the inter
mode, the proposed four new de-interlacing strategies, which con-
sist of (1) the quarter-pixel precision-based motion and residual
compensations, (2) the adaptive selection of reference frame to re-
duce error propagation, (3) the motion blur propagation reduction
for full HD video sequences, and (4) the motion compensation- and
low-pass filter-based quality refinement, are exploited to improve
the quality of de-interlaced video sequences as well as alleviate the
error propagation side effect. In what follows, we first present the
proposed four new strategies one by one, and then provide the
whole de-interlacing process for inter-coded blocks. At the end of
this section, the computational time comparison between Dong
and Ngan’s and the proposed methods is provided. It is shown that
the computational time performance of proposed method is com-
petitive to Dong and Ngan’s method.

2.1. Quarter-pixel precision-based motion and residual compensations

In H.264/AVC, an inter-coded MB bk
m in f k is partitioned into a set

of blocks in which each block may be of size 16� 16,
16� 8; 8� 16; 8� 8; 8� 4; 4� 8, or 4� 4. For easy exposition,
if there exists any non-4� 4 block in bk

m, we further partition it into
4� 4 blocks and assign its MV to the associated 4� 4 blocks. Denote
by bk

m;n, where 0 6 n � 15, the n-th partitioned 4� 4 block of bk
m, and

the corresponding enlarged 8� 4 block in Fk is denoted by Bk
m;n.

According to the temporal correlation in a video sequence, Dong
and Ngan de-interlace Bk

m;n by using the motion compensation,
which considers the MVs with integer-pixel precision and utilizes
the nearest de-interlaced frame as the reference frame. Because
H.264 does support the MV with quarter-pixel precision and five
reference frames; the decoder can directly obtain the related infor-
mation from the SEs. We thus consider the MV with quarter-pixel
precision and five reference frames instead of the MV with integer-
pixel precision and one reference frame, leading to better motion
compensation effect; in addition, the residual compensation is
exploited to further improve the quality of the de-interlaced video
sequence.

Since each MV in H.264 is represented by quarter-pixel preci-
sion, the actual horizontal and vertical displacements of a decoded
MV, ðDi;DjÞ, are Di

4 and Dj
4 , respectively. For easy explanation, we uti-

lize actual displacements to represent the MV of Bk
m;n. As mentioned

before, the width of Fk is the same as that of f k, but the height of Fk is

twice as long as that of f k. Therefore, the MV of Bk
m;n can be approx-

imated by inheriting the horizontal displacement of bk
m;n’s MV and

scaling the vertical displacement of bk
m;n’s MV. Denoting, respec-

tively, by ðDik
m;n;Djk

m;nÞ and f r the decoded MV and the reference field

of bk
m;n, the MV of Bk

m;n can be calculated by

ðD̂ik
m;n;Dĵk

m;nÞ ¼ round
SðDik

m;nÞ
4

 !
;
Djk

m;n

4

 !
; ð2Þ

where

SðDik
m;nÞ¼

2ðDik
m;n�2Þ; if f k is a bottom field and f r is a top field;

2ðDik
m;nþ2Þ; if f k is a top field and f r is a bottom field;

2Dik
m;n; otherwise:

8>><>>:
ð3Þ
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Note that the model for scaling the vertical displacement used in
the above formulas follows that by Dong and Ngan [7]. However,
as for the vertical displacement, since the vertical resolution of an
interlaced field is only half of the original frame, it is ineffectual
when using quarter-pixel precision for de-interlacing. Therefore,
we use quarter-pixel precision for the horizontal displacement,
but integer-pixel precision for the vertical displacement.

Based on the MV of Bk
m;n and the de-interlaced reference frame

Fr , the zero-padded pixels in Bk
m;n are replaced by those pixels using

the motion compensation. Besides that, the decoded residual of the
field f k, say rk, which is not considered in Dong and Ngan’s method,
can be used to further improve the de-interlaced video quality by
the residual compensation. Since the size of rk is the same as that
of f k, to exploit rk to compensate the de-interlaced result, we
should enlarge vertical resolution of rk to obtain the enlarged resid-
ual Rk. Generally, since rk is quite homogeneous, we first enlarge rk,
by zero-padding approach, to obtain Rk, and then interpolate the
zero-padded pixel by using the following low-pass filter [7]:

Rkði; jÞ ¼ 1
8

5
X

a2f�1g
Rkðiþ a; jÞ �

X
b2f�3g

Rkðiþ b; jÞ
" #

: ð4Þ

According to the above description, the zero-padded pixels in Bk
m;n

can be de-interlaced by

_Fkði; jÞ ¼ Frðiþ D̂ik
m;n; jþ D̂jk

m;nÞ þ Rkði; jÞ: ð5Þ

From Table 2 in Section 3, the video sequences de-interlaced by
the proposed quarter-pixel precision-based motion and residual
compensations have 1.63-5.44 dBs PSNR improvement when com-
pared with the video sequences de-interlaced by the motion com-
pensation with the integer-pixel precision MV but without residual
compensation.

2.2. Adaptive selection of reference frame to reduce error propagation

The motion compensation-based de-interlacing strategy men-
tioned above may cause error propagation side effect, which leads
to the degradation of the de-interlaced video quality. Thus, we pro-
pose a new strategy to select the reference frame adaptively to re-
duce the error propagation when the current field and the
reference field are both top fields or bottom fields. We take Fig. 2
to explain why such a kind of errors are propagated and how to
deal with this kind of error propagation. As shown in Fig. 2, consid-
ering three successive frames, Fk�2, Fk�1, and Fk, the H.264-decoded
pixels, the de-interlaced pixels, and the untreated pixels are,
respectively, marked by the symbols ‘‘�,’’ ‘‘4,’’ and ‘‘�’’.

Suppose the current block Bk
m;n in Fk has the best matched block

with MV, ð4;�2Þ, in the reference frame Fk�2. The untreated pixels
in Bk

m;n can be de-interlaced by referring the de-interlaced pixels in
the reference block. Unfortunately, the error caused by de-interlac-
ing process in the reference block will be propagated to Bk

m;n, result-
Fk-2

MV=(4,-2)

Fk-1

Fig. 2. Depiction of error propag
ing in the error propagation problem. To reduce this kind of error
propagation, we take Fk�1 as the reference frame and modify the
original MV, ð4;�2Þ, to the new MV, ð2;�1Þ, depicted by blue ar-
row in Fig. 2, directly based on the linear motion assumption
among successive frames [9]. Thus, the reference block with MV,
ð2;�1Þ, in Fk�1 is used to de-interlace Bk

m;n. Since the values of the
untreated pixels in Bk

m;n are inherited from those of the H.264-de-
coded pixels rather than the de-interlaced pixels, the error propa-
gation side effect can be reduced.

From Fig. 2, it is observed that after de-interlacing Bk
m;n, the error

propagation may happen when the vertical displacement of the
MV, D̂ik

m;n, is even. Therefore, the adaptive selection of the reference
frame and the corresponding MV modification are realized by
selecting the reference frame Frþ1 instead of Fr and modifying the
MV by
ðD�ik
m;n;D

�jk
m;nÞ ¼

k� r � 1
k� r

D̂ik
m;n;Dĵk

m;n

� �
; ð6Þ
respectively, when k�r�1
k�r D̂ik

m;n is even. When k�r�1
k�r D̂ik

m;n is odd, we still
utilize the originally selected reference frame and the related MV to
de-interlace Bk

m;n. According to our experiments, the influence of the
proposed adaptive reference frame selection and MV modification
strategy on the de-interlaced video quality decreases gradually with
the increase of the temporal distance between Fk and Fr , implying
that the optimal quality improvement introduced by this strategy
often occurs when Fr ¼ Fk�2. Thus, we only enable the reference
frame selection and MV modification strategy when Fr ¼ Fk�2.
According to experimental results in Section 3, selecting the proper
reference frame can further improve PSNR by 0.26-5.09 dBs.
2.3. Motion blur propagation reduction for full HD video sequences

It is known that the motion blur effect on de-interlaced full HD
video sequences is more serious than that on de-interlaced video
sequences with lower resolutions. Motion blur propagation often
occurs when using the blurred reference block to de-interlace

Bk
m;n. Since the blocks in a full HD video sequence usually tend to

be smooth, de-interlacing the high motion blocks by using the
low-pass filter in Eq. (4) can achieve satisfactory de-interlaced vi-
deo quality as well as does not introduce the motion blur propaga-

tion. Therefore, when j D̂ikm;n
k�r j þ j

Dĵkm;n
k�r j > 15, the block Bk

m;n is treated
as a high motion block and it is de-interlaced by the low-pass filter
instead of using the motion compensation approach.

Applying the proposed motion blur propagation reduction
strategy to the full HD video sequences, experimental results
shown in Table 2 of Section 3 demonstrate that it further improves
PSNR by about 0.1 dBs in average.
MV’=(2,-1)

Fk

Bk
m,n

ation and MV modification.
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2.4. Motion compensation- and low-pass filter-based quality
refinement

According to the motion compensation-based de-interlacing
formula in Eq. (5), it is observed that the quality of a de-interlaced
video sequence is affected by the MV. A defective MV may result in
the degradation of the de-interlaced video quality, and thus it is
necessary to verify the reliability of the MV. When the MV is unre-
liable, we should refine the de-interlaced result to further improve
the de-interlaced video quality.

In the motion compensation-based de-interlacing, a reliable MV
often results in a small sum of absolute values of the corresponding
decoded residual. Denoting by rk

m;n the corresponding 4� 4 resid-
ual block of bk

m;n, the sum of absolute values of the decoded residual
can be expressed as

SARðrk
m;nÞ ¼

X3

i¼0

X3

j¼0

jrk
m;nði; jÞj: ð7Þ

If SARðrk
m;nÞ < T , where T is set to 32 empirically, it indicates the MV

is reliable, implying that the quality of the de-interlaced result by
Eq. (5) is good enough for de-interlacing Bk

m;n; otherwise, the motion
compensation- and low-pass filter-based quality refinement strat-
egy is applied to refine the quality of the de-interlaced result.

In the proposed motion compensation- and low-pass filter-
based quality refinement strategy, the refined de-interlaced pixel
at location ði; jÞ in Bk

m;n is expressed by

�Fkði; jÞ ¼ wbF kði; jÞ þ ð1�wÞ _Fkði; jÞ; ð8Þ

where bF kði; jÞ and _Fkði; jÞ denote, respectively, the de-interlaced pix-
el using the low-pass filter by Eq. (4) and the motion compensation
by Eq. (5). In what follows, we describe how to utilize the texture
information of the residual, rk

m;n, to determine the appropriate
weight w in Eq. (8).

Referring to Fig. 3, it is clear that for a block with larger SAR, the
block often has more fruitful texture information, which can be
represented by the energy of the DCT coefficient matrix of rk

m;n.

The DCT coefficient matrix of the residual is denoted byDk
m;n, which

is an SE provided in H.264 bitstream and can be directly obtained
from the decoder side, and it also can be utilized to measure the

texture information of bk
m;n. We first partition Dk

m;n into four parts,
namely the low frequency part, the vertical part, the horizontal
part, and the high frequency part; as shown in Fig. 4, they are,
respectively, represented by Lk

m;n ¼ fDk
m;nðu;vÞj0 6 u;v � 1g,

Vk
m;n ¼ fDk

m;nðu;vÞj0 6 u � 1;2 6 v � 3g;Hk
m;n ¼ fDk

m;nðu;vÞj2 6 u �
3;0 6 v � 1g, and Gk

m;n ¼ fDk
m;nðu;vÞj2 6 u;v � 3g. Then, the

texture information of bk
m;n can be expressed by

EGðPk
m;nÞ ¼

X
Dk

m;nðu;vÞ2Pk
m;n

jDk
m;nðu;vÞj; ð9Þ

where Pk
m;n could be Lk

m;n, Vk
m;n;Hk

m;n, or Gk
m;n.

If the energy of high frequency part is small, it reveals that the

texture of bk
m;n is not complex, indicating that the low-pass filter-

based de-interlaced result by Eq. (4) and the motion compensa-
tion-based de-interlaced result by Eq. (5) can be used to refine

the de-interlaced quality of Bk
m;n. Empirically, when

EGðGk
m;nÞP

A2fLk
m;n ;V

k
m;n ;H

k
m;n ;G

k
m;ng

EGðAÞ
< 0:1, the de-interlaced pixels in Bk

m;n are re-

fined by the weighted average of results by Eqs. (4) and (5). Refer-
ring to Eq. (8), the associated weight could be determined by

w ¼
EGðLk

m;nÞ þ EGðVk
m;nÞP

A2fLk
m;n ;Vk

m;n ;Hk
m;n ;Gk

m;ng
EGðAÞ : ð10Þ
The rationale behind the weight w is that since the low-pass filter in
Eq. (4) is a vertical low-pass filter, it is suitable for de-interlacing the
pixels in a homogeneous block or a vertical texture block, implying
that the de-interlaced result by Eq. (4) should own more weight in
refining the de-interlaced pixels for the block with large EGðLk

m;nÞ or

EGðVk
m;nÞ. However, when EGðGk

m;nÞP
A2fLk

m;n ;V
k
m;n ;H

k
m;n ;G

k
m;ng

EGðAÞ
> 0:1, the low-pass

filter is ineffectual to refine the de-interlaced pixels since the tex-

ture direction of bk
m;n is complex. Therefore, we directly adopt the

de-interlaced result by Eq. (5) as the final result for this case.
In Table 2 illustrated in Section 3, experimental results show

that the proposed motion compensation- and low-pass filter-based
quality refinement strategy further has 0.08-0.56 dBs PSNR
improvement.

2.5. The whole de-interlacing process for inter coded blocks

Based on the four proposed new strategies described above, we
now present the whole de-interlacing process for inter-coded
blocks. Note that the current field f k, reference field f r , decoded
residual rk, and DCT coefficient matrixDk

m;n, can be directly obtained
by the SEs during the decoding process. Given a 8� 4 enlarged block
Bk

m;n in Fk and the corresponding reference frame Fr , the de-interlac-
ing process for inter-coded blocks involves the following eight steps:

Step 1: Calculate, by Eq. (2), the MV of Bk
m;n; ðD̂ik

m;n; D̂jk
m;nÞ.

Step 2: If the input video sequence is a full HD video sequence and

j D̂ikm;n
k�r j þ j

D̂jkm;n
k�r j > 15, de-interlace, by the low-pass filter in

Eq. (4), the zero-padded pixels in Bk
m;n and go to Step

8; otherwise, go to Step 3.
Step 3: If f k and f r are both top fields or bottom fields, go to Step

4; otherwise, go to Step 5.
Step 4: If Fr ¼ Fk�2 and ð12 D̂ik

m;n modÞ 2 ¼ 0, use Fk�1 as the refer-
ence frame and modify the MV by Eq. (6); then, go to Step
5. Otherwise, go to Step 5 directly.

Step 5: De-interlace, by Eq. (5), the zero-padded pixels in Bk
m;n.

Step 6: Calculate SARðrk
m;nÞ by Eq. (7). If SARðrk

m;nÞ > 32, calculate
EGðLk

m;nÞ; EGðVk
m;nÞ, EGðHk

m;nÞ, and EGðGk
m;nÞ by Eq. (9) and

go to Step 7; otherwise, go to Step 8.

Step 7: If EGðGk
m;nÞP

A2fLk
m;n ;V

k
m;n ;H

k
m;n ;G

k
m;ng

EGðAÞ
< 0:1, refine, by Eq. (8), the de-

interlaced pixels in Bk
m;n and go to Step 8; otherwise, go

to Step 8 directly.
Step 8: Output the de-interlaced result.

2.6. Computational analysis

In this subsection, the computational comparison between
Dong and Ngan’s method and the proposed method is provided.
For de-interlacing intra coded blocks, both methods have the same
computational complexity because they use the same direction-
based median filters.

For de-interlacing each inter coded block, both methods have a
common calculation job, calculating the sum of absolute values of
the decoded residual (see Eq. (7)). According to the four texture
parts in DCT coefficient matrix, the proposed method performs
the concerned three operations, such as the quarter-pixel preci-
sion-based motion and residual compensations, the adaptive selec-
tion of reference frame to reduce error propagation, and low-pass
filter for full HD video sequences; Dong and Ngan’s method mainly
involves the three operations, such as the motion compensation,
the low-pass filter, and the hybrid one. Examining the concerned
three operations in each method, the first operation used in the



Fig. 5. Three test real interlaced videos: (a) Vasa ship calend

Fig. 3. (a) Original and (b) decoded residual of Foreman frame.
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Fig. 4. Four texture parts, Lk
m;n , Vk

m;n;Hk
m;n , and Gk

m;n , in DCT coefficient matrix.
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proposed method, which uses the low-pass filter to create sub-pix-
els and enlarge the vertical resolution of the decoded residual for
motion and residual compensations, respectively, may result in
more computational overhead than Dong and Ngan’s method.

However, besides the computational time required in the de-
interlacing process, we also should consider the computational
time required in decoding the related SEs before performing the
de-interlacing process, i.e., decoding the related inter-coded block.
Basically, decoding each inter-coded block is rather time-consum-
ing and mainly involves loading H.264 bitstream from storage
media, decoding the entropy-coded data from the loaded bit-
stream, using the decoded MV to perform the motion compensa-
tion, decoding and de-quantizing the DCT coefficients of the
residual block, and performing inverse DCT to reconstruct the
ar (576i), (b) Shields (576i), and (c) Stockholm (1080i).



Fig. 6. (a) The original 391st frame of City video sequence; the magnified subframes of (b) the original frame and the corresponding subframes generated by (c) Dong and
Ngan’s method and (d) the proposed method.

Table 1
PSNRs (dB) of the de-interlaced video sequences using Dong and Ngan’s method and the proposed method.

Resolution Sequence Dong and Ngan’s method The proposed method

QCIF 128 kb/s 256 kb/s 128 kb/s 256 kb/s

Akiyo 35.59 36.25 39.45 41.10
Carphone 30.05 31.26 30.49 31.90
Coastguard 25.10 25.90 27.88 28.85
Foreman 29.89 31.19 30.55 32.29
Mobile 21.72 22.57 23.29 24.83
Average 28.47 29.44 30.33 31.80

CIF 768 kb/s 1 Mb/s 768 kb/s 1 Mb/s

Bus 26.63 27.10 26.54 27.16
Coastguard 27.55 28.11 28.63 29.12
Flower 21.68 22.05 24.23 24.52
Football 31.57 32.59 31.51 32.62
Foreman 29.87 30.05 31.00 31.18
News 34.95 35.73 38.34 38.98
Average 28.71 29.27 30.04 30.60

SD 4 Mb/s

City 30.74 31.12
Ice 38.03 38.91
Soccer 33.51 34.00
Average 34.09 34.68

full HD 20 Mb/s

Pedestrian area 39.97 40.45
Rush hour 40.65 41.47
Tractor 36.60 37.29
River bed 33.41 34.95
Average 37.66 38.54
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Fig. 7. (a) The original 12th frame of Foreman video sequence; the magnified subframes of (b) the original frame and the corresponding subframes generated by (c) Dong and
Ngan’s method and (d) the proposed method.

Table 2
The quality effect of the proposed strategy in terms of average PSNR (dB).

Strategy QCIF videos CIF videos SD videos full HD videos

128 kb/s 256 kb/s 768 kb/s 1 Mb/s 4 Mb/s 20 Mb/s

Initiation 24.29 24.15 24.69 24.76 28.70 36.00
QPMRC 26.57 26.59 27.21 27.43 32.19 37.63
ASRF 30.25 31.68 29.75 30.27 33.93 37.90
MCLFQF 30.33 31.80 30.04 30.60 34.68 38.46
MBPR N/A N/A N/A N/A N/A 38.54
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residual block. In fact, when comparing with the computational
time required in the de-interlacing process, the computational
time required in decoding the inter-coded block dominates the
computational bound. On the other hand, the computational over-
head caused in the proposed de-interlacing process can be negligi-
ble when considering the computational effort in the decoding
process for realizing the necessary SEs. This is the reason why
the computational time performance of our proposed method is
quite competitive to Dong and Ngan’s method. As shown in Table 3,
experimental results confirm it.

3. Experimental results

We compared the proposed de-interlacing method with the
state-of-the-art de-interlacing method by Dong and Ngan [7]. We
used both the real interlaced video sequences and the interlaced
video sequences generated by removing the lines of progressive
videos for comparisons. The three test real interlaced video
sequences with the resolutions of 576i and 1080i are shown in
Fig. 5. The eighteen test progressive video sequences with the res-
olutions of CIF, QCIF, SD, and full HD are listed in the second col-
umn of Table 1; in the experiments, the eighteen test progressive
video sequences were first removed the corresponding lines to
generate the interlaced video sequences. All the real and generated
interlaced video sequences were encoded by H.264/AVC. The bi-
trates considered in the encoding process were 128 kb/s and
256 kb/s for the QCIF resolution, 768 kb/s and 1 Mb/s for the CIF
resolution, 4 Mb/s for the SD and 576i resolutions, and 20 Mb/s
for the full HD and 1080i resolutions. At decoding side, for each de-
coded MB, we performed, respectively, Dong and Ngan’s de-inter-
lacing method and the proposed de-interlacing method to fill the
missing lines. All the experiments were implemented on the IBM
compatible computer with Intel Core i7-960 CPU 3.2 GHz, 24 GB
RAM, and Microsoft Windows 7 64 bit operating system. The com-
pression platform was JM 17.2 [19], which was realized in Visual
C++ 2008. All the experimental results are available in [18].



Fig. 8. For the de-interlaced Vasa ship calendar sequence, the magnified subframes generated by (a) Dong and Ngan’s method and (b) the proposed method.
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3.1. Quality comparison based on the generated interlaced video
sequences

Based on the generated interlaced video sequences, the pro-
posed de-interlacing method is first compared with Dong and
Ngan’s de-interlacing method in terms of the objective quality
measure, PSNR. The PSNR of a de-interlaced video sequence with
K frames, each with size M � N, can be expressed as

PSNR ¼ 10log10
2552

1
KMN

PK
k¼1

PM�1
i¼0

PN�1
j¼0 Fkði; jÞ � bF kði; jÞ
h i2 ; ð11Þ

where Fkði; jÞ and bF kði; jÞ denote, respectively, the gray value of the
pixel at position ði; jÞ in the k-th frame of the original and de-inter-
laced video sequences. Higher values of the PSNR indicate better
quality of the de-interlaced video sequences. Table 1 gives the
comparison results in terms of the PSNR values. It is clear that on
average, the proposed de-interlacing method delivers better de-
interlaced video quality than Dong and Ngan’s method. The average
quality improvement of the proposed method over Dong and Ngan’s
method for the video sequences with the resolutions of QCIF, CIF,
SD, and full HD can achieve, respectively, more than 1.86, 1.33,
0.59, and 0.88 dBs.
Besides the quality superiority in terms of the objective met-
rics, we further demonstrate the subjective visual benefit of the
proposed de-interlacing method. For inter-coded MBs, we pres-
ent four new strategies to improve the quality of de-interlaced
videos. The 391st frame with complex texture regions taken
from City video sequence is first used to show the visual benefit
of the proposed de-interlacing process for inter-coded MBs.
Based on the area surrounded by the blue dotted line in
Fig. 6(a) of the original 391st image frame of City video se-
quence with resolution of SD, Fig. 6(b)–(d) shows the magnified
subframes of the original frame and the corresponding de-inter-
laced subframes generated by Dong and Ngan’s method and the
proposed method, respectively. It is obvious that the proposed
method yields better visual quality than Dong and Ngan’s meth-
od, especially in the striated regions surrounded by the red dot-
ted lines. Then, we take the 12th frame Foreman video sequence
to demonstrate the visual benefit of the proposed de-interlacing
method. Based on the subframe surrounded by the blue dotted
line in Fig. 7(a) of the original 12th image frame of Foreman vi-
deo sequence, Fig. 7(b)–(d) shows the magnified subframes of
the original frame and the corresponding de-interlaced sub-
frames generated by Dong and Ngan’s method and the proposed
method, respectively. From Fig. 7, it is obvious that for the edge



Fig. 9. For the de-interlaced Shields video sequence, the magnified subframes generated by (a) Dong and Ngan’s method and (b) the proposed method.
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area surrounded by the red dotted line, the proposed method
produces less jagged effect, implying better visual quality of
the de-interlaced frame.

Next, we discuss the effect of the proposed new strategies on
the de-interlaced video sequence quality in terms of PSNR. For
de-interlacing inter-coded MBs, as mentioned before, we propose
four new strategies, namely the quarter-pixel precision-based mo-
tion and residual compensations (QPMRC), the adaptive selection
of reference frame (ASRF) to reduce error propagation, the motion
compensation- and low-pass filter-based quality refinement
(MCLFQF), and the motion blur propagation reduction (MBPR) for
full HD video sequences. In the experiments, the inter-coded MBs
were initially de-interlaced by the motion compensation with the
integer-pixel precision MV, and then equipped each new strategy
gradually. Table 2 gives the quality effect of each proposed strategy
on average PSNRs of the de-interlaced video sequences. It is ob-
served that the video quality in terms of PSNR increases gradually
with the increase of equipping the proposed new strategies, imply-
ing the proposed four strategies have positive effect on the de-
interlaced video quality.



Fig. 10. For the de-interlaced Stockholm video sequence, the magnified subframes generated by (a) Dong and Ngan’s method and (b) the proposed method.
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3.2. Quality comparison based on the real interlaced video sequences

Apart from the comparisons based on the generated interlaced
video sequences, the subjective visual evaluation based on the real
interlaced video sequences shown in Fig. 5 is used to demonstrate
the effectiveness of the proposed de-interlacing method. De-inter-
lacing often generates the aliasing artifacts on texture regions and
results in unpleasing visual perception. Magnified subframes with
detailed textures taken from the image frames of the de-interlaced
video sequences were used for visual comparison. For the 199th
image frame of the de-interlaced Vasa ship calendar sequence,
Fig. 8(a) and (b) shows the magnified subframes produced by Dong



Table 3
The average de-interlacing time (millisecond/frame) for Dong and Ngan’s method and the proposed method.

Resolution Sequence Dong and Ngan’s method The proposed method

QCIF 128 kb/s 256 kb/s 128 kb/s 256 kb/s

Akiyo 8.22 8.37 8.23 8.49
Carphone 8.35 8.58 8.32 8.56
Coastguard 8.33 8.58 8.34 8.69
Foreman 8.36 8.71 8.34 8.69
Mobile 8.36 8.95 8.45 8.89
Average 8.32 8.64 8.34 8.66

CIF 768 kb/s 1 Mb/s 768 kb/s 1 Mb/s

Bus 32.28 32.64 31.89 33.23
Coastguard 32.14 32.61 32.77 32.73
Flower 32.22 32.65 32.67 32.62
Football 31.93 32.18 31.98 32.31
Foreman 32.25 33.98 32.82 33.47
News 31.73 31.98 31.63 31.90
Average 32.09 32.67 32.29 32.71

SD 4 Mb/s

City 132.91 134.55
Ice 129.66 132.59
Soccer 131.50 133.85
Average 131.36 133.66

full HD 20 Mb/s

Pedestrian area 688.72 689.81
Rush hour 696.16 701.82
Tractor 685.93 700.22
River bed 665.51 693.51
Average 684.08 696.34

576i 4 Mb/s

Vasa ship calendar 132.73 133.26
Shields 132.98 132.96
Average 132.86 133.11

1080i 20 Mb/s

Stockholm 679.36 684.89
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and Ngan’s method and the proposed method, respectively. It is
clear that for the texture regions circled by the red dotted lines,
the proposed method yields fewer aliasing artifacts than Dong
and Ngan’s method, indicating that the proposed de-interlacing
method can produce better visual effect on the de-interlaced video
sequence.

Similarly, we utilize the magnified subframes taken from the
113th image frames of the de-interlaced Shields video sequences
produced, respectively, by Dong and Ngan’s method and the pro-
posed method for evaluation, as shown in Fig. 9. It is clear that
the proposed de-interlacing method delivers better anti-aliasing
effect and hence better visual effect than Dong and Ngan’s method,
especially in the texture regions circled by the red dotted lines.
Further, for the high resolution Stockholm video sequence, similar
comparison result based on the 105th image frames of the de-
interlaced video sequences is shown in Fig. 10. In [18], readers
can refer to more visual benefits of the proposed method over
Dong and Ngan’s method.
3.3. Computational time comparison

To demonstrate the feasibility of a de-interlacing method, the
computational time evaluation should be addressed. This sub-sec-
tion gives the computational time comparison between Dong and
Ngan’s method and the proposed method. Specifically, we evalu-
ated the average computational time spent in reconstructing one
single frame of a de-interlaced video sequence. Table 3 gives the
related average computational time performance comparison. In
accordance with the computational analysis in Section 2.6, the
computational time performance of the proposed de-interlacing
method is competitive to Dong and Ngan’s method. Even though
for the full HD video sequences shown in Table 3, the gap of aver-
age computational time between two de-interlacing methods is
only 12.26 ms/frame, implying that the proposed de-interlacing
method is effective and feasible.
4. Conclusion

We have presented an efficient de-interlacing method for
H.264-coded video sequences with different resolutions. Based
on the SEs in H.264 bitstreams, for inter-coded MBs, four new
strategies, namely (1) the quarter-pixel precision-based motion
and residual compensations, (2) the adaptive selection of reference
frame to reduce error propagation, (3) the motion compensation-
and low-pass filter-based quality refinement, and (4) the motion
blur propagation reduction for full HD video sequences, improve
the quality of de-interlaced videos as well as alleviates the error
propagation side effect, forming the main contribution of this pa-
per. Experimental results on the real and generated interlaced vi-
deo sequences with various resolutions demonstrate that the
proposed de-interlacing method delivers better de-interlaced vi-
deo quality in terms of both the objective video quality measure
and subjective visual effect when compared with the method by
Dong and Ngan. Based on the generated interlaced video se-
quences, the average PSNR quality improvement of the proposed
method over Dong and Ngan’s method for the de-interlaced video
sequences with the resolutions of QCIF, CIF, SD, and full HD can
achieve, respectively, more than 1.86, 1.33, 0.59, and 0.88 dBs.
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Based on the real interlaced video sequences, the proposed method
delivers better anti-aliasing effect and hence better visual effect
than Dong and Ngan’s method. Although the proposed strategy
on selecting the reference frame adaptively can reduce the error
propagation when the current field and the reference field are both
top fields or bottom fields, it is still a research issue for the case
that the current field and the reference field are different types
of fields. Another research issue is to apply the proposed method
to those interlaced sequences in YUV format with rough motions.
It is worth noting that the computational time performance of
our proposed method is quite competitive to Dong and Ngan’s
method and the experimental results confirm it.
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