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#### Abstract

This paper presents a new joint demosaicing and zooming algorithm for digital cameras, each equipped with a single CCD/CMOS sensor and a color filter array (CFA). According to the proposed adaptive heterogeneity projection masks and Sobel- and luminance estimation-based masks, we can extract edge information of each pixel in terms of the direction of variation and the gradient from the mosaic image directly and accurately, and the extracted more accurate edge information will be utilized to assist the design of our proposed new joint demosaicing and zooming algorithm. Based on twenty-four popular testing mosaic images, our proposed new zooming algorithm has better image quality performance in terms of two objective color image quality measures, the color peak signal-to-noise ratio (CPSNR) and the S-CIELAB $\Delta E_{a b}^{*}$ metric, and one subjective color image quality measure, the color artifacts, when compared with several previous zooming algorithms. ${ }^{1}$


Index Terms - Color filter array, Demosaicing algorithm, Digital cameras, Mosaic images, Zooming algorithm.

## I. INTRODUCTION

Recently, the digital camera has become more and more popular in the consumer electronics market. In order to reduce the manufacturing cost, instead of using three sensors for each pixel, most manufacturers use a single CCD/CMOS sensor imaging pipeline [19] coated with the well-known Bayer CFA [2] to capture the color information. In Bayer CFA structure, each pixel in the captured image records only one of the three primary colors and this kind of image is called the mosaic image. The depiction of Bayer CFA structure is illustrated in Fig. 1. In Bayer CFA, because the green (G) channel information is the most important factor to determine the luminance of the color image, the number of pixels that records G channel information is twice as that of red (R) channel information and blue (B) channel information. R and $B$ channels which share the rest half of the pixels are considered the chrominance of the image.
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Fig. 2. The detailed flowchart of the proposed joint demosaicing and zooming algorithm.
image zooming method proposed by Lukac et al. [17] with the demosaicing method proposed by Zhang and Wu [28]; the algorithm combining one of the two demosaicing methods proposed by Lukac et al. [14] and Zhang and Wu [28], respectively, with the bilinear image zooming method, and two recently published algorithms, one by Chung and Chan [5] and the other by Zhang and Zhang [30].

The remainder of this paper is organized as follows. In Section II, we describe how to extract more accurate edge information of each pixel directly from the mosaic image. In Section III, our proposed joint demosaicing and zooming algorithm is presented. In Section IV, some experimental results are demonstrated to carry out the quality advantages of our proposed algorithm. Finally, some concluding remarks are addressed in Section V.

## II. EXTRACTING EDGE INFORMATION ON MOSAIC IMAGES

Before presenting our proposed new joint demosaicing and zooming algorithm for mosaic images, this section introduces how to generate heterogeneity projection map adaptively and how to extract more accurate edge information of each pixel based on the SL-based masks. The generated heterogeneity projection map and extracted more accurate edge information will be used in our proposed new joint demosaicing and zooming algorithm in Section III. Throughout the paper, $I_{m o}^{r}(i, j), I_{m o}^{g}(i, j)$, and $I_{m o}^{b}(i, j)$ denote $\mathrm{R}, \mathrm{G}$, and B pixels at position $(i, j)$ on the mosaic image $I_{m o} ; I_{d m}^{g}(i, j)$ denotes the demosaiced G pixel at position $(i, j)$; the $\mathrm{R}, \mathrm{G}$, and B values of the zoomed full color image $I_{d m}^{z}$ at position $(i, j)$ are denoted by $I_{d m}^{z, r}(i, j), I_{d m}^{z, g}(i, j)$, and $I_{d m}^{z, b}(i, j)$, respectively.

## A. Adaptive heterogeneity projection for mosaic images

In this subsection, the adaptive heterogeneity projection [7] for mosaic images is described. Based on the concept of adaptive heterogeneity projection, the three possible heterogeneity projection masks with different sizes adopted in this paper are shown in Table I. In Table I, the terms $N$ and $M_{h p}(N)$ denote the mask size and the corresponding heterogeneity projection mask, respectively. Given a mosaic image $I_{m o}$, we can generate the horizontal heterogeneity

Table I.
FOUR POSSIBLE HETEROGENEITY PROJECTION MASKS.

| $N$ | $M_{h p}(N)$ |  |  |  |  |  |  |
| :---: | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| 5 | $\left[\begin{array}{llllllll}1 & -2 & 0 & 2 & 1\end{array}\right]$ |  |  |  |  |  |  |
| 7 | $\left[\begin{array}{llllllll}1 & -4 & 5 & 0 & -5 & 4 & -1\end{array}\right]$ |  |  |  |  |  |  |
| 9 | $\left[\begin{array}{llllllll}1 & -6 & 14 & -14 & 0 & 14 & -14 & 6\end{array}-1\right.$ |  |  |  |  |  |  |$]$

projection map $H P_{H-m a p}$ and the vertical heterogeneity projection map $H P_{V-\text { map }}$ by

$$
\begin{aligned}
& H P_{H-m a p}=\left|I_{m o} \otimes M_{h p}(N)^{T}\right| \\
& H P_{V-m a p}=\left|I_{m o} \otimes M_{h p}(N)\right|
\end{aligned}
$$

where the symbol " $\otimes$ " denotes the 1-D convolution operator; $|\cdot|$ denotes the absolute value operator and the operator " $T$ " denotes the transpose operator. The readers are suggested to refer [7] for understanding the detailed explanation on the determination of $N$ and $M_{h p}(N)$. For exposition, the determined proper horizontal heterogeneity projection mask size $N$ is called $N_{H}$.

After determining the proper mask size $N_{H}$, the proper heterogeneity projection mask can be easily obtained from Table I. In order to normalize the masks with different sizes, we use the normalization factor $\frac{1}{Q_{\left(N_{H}\right)}}$ to normalize the coefficients of the mask where the value of $Q_{\left(N_{H}\right)}$ is defined as the sum of positive coefficients covered by the mask with size $N_{H}$. For example, if $N_{H}=5$, the value of $Q_{(5)}$ is 3 , and the heterogeneity projection mask $\left[\begin{array}{lllll}1 & -2 & 0 & 2 & -1\end{array}\right]^{T}$ would be normalized to $\frac{\left[\begin{array}{lllll}1 & -2 & 0 & 2 & -1\end{array}\right]^{T}}{3}$.

In order to reduce the estimation error, we use the low-pass filter to tune the heterogeneity projection maps. For $H P_{H-m a p}$ and $H P_{V-\text { map }}$, the horizontal and vertical heterogeneity projection values at location $(i, j)$ are denoted by $H P_{H}(i, j)$ and $H P_{V}(i, j)$, respectively. The following two low-pass filters

$$
H P_{H}^{\prime}(i, j)=\sum_{k=-4}^{4} \delta_{k} H P_{H}(i, j+k) \quad \text { and }
$$

$H P_{V}^{\prime}(i, j)=\sum_{k=-4}^{4} \delta_{k} H P_{V}(i+k, j) \quad$ where $\quad \delta_{k}=2 \quad$ if $\quad k=0 ;$ $\delta_{k}=1$, otherwise, could be used to compute the tuned horizontal and vertical heterogeneity projection values, $H P_{H}^{\prime}(i, j)$ and $H P_{V}^{\prime}(i, j)$.
B. Sobel- and luminance estimation-based (SL-based) masks for $G$ channel on mosaic images

In this subsection, the approach to extract gradient information for the G channel on mosaic images directly and accurately is introduced. In order to extract more accurate edge information from mosaic images, the luminance estimation technique [1] is embedded into the Sobel operator [8]. The detailed derivations of embedding the luminance estimation technique into the Sobel

| -1 | -2 | 0 | 2 | 1 |
| :---: | :---: | :---: | :---: | :---: |
| -4 | -8 | 0 | 8 | 4 |
| -6 | -12 | 0 | 12 | 6 |
| -4 | -8 | 0 | 8 | 4 |
| -1 | -2 | 0 | 2 | 1 |

(a)

(b)

Fig. 3. The two SL-based masks. (a) The horizontal SL-based mask. (b) The vertical SL-based mask.
operator are described in [7]. For avoiding the floating point computation, the coefficients in the masks are normalized into integers in advance and the two normalized SL-based masks are shown in Fig. 3. After running the proper SL-based masks on the $5 \times 5$ mosaic subimage centered at position $(i, j)$, the horizontal response $\Delta I_{d m}^{H}(i, j)$ and the vertical response $\Delta I_{d m}^{V}(i, j)$ of G channel can be obtained.

By examining the horizontal SL-based mask and the vertical SL-based mask as shown in Fig. 3(a) and Fig. 3(b), respectively, for each mask, it is observed that only five numbers, $2,4,6,8$, and 12 , are used. This observation leads to a faster way to run the mask on the mosaic subimage and it needs only five multiplications, nineteen additions, and ten absolute-value operation rather than twenty multiplications, nineteen additions, and ten absolute-value operations.

## III. THE PROPOSED JOINT DEMOSAICING AND ZOOMING ALGORITHM

In this section, based on the extracted edge information mentioned in Section II, our proposed new joint demosaicing and zooming algorithm is presented in detail. In our proposed algorithm, the whole process consists of the following three stages: (1) recovering the G channel to obtain the complete G channel $I_{d m}^{g}$ by using the edge-sensing demosaicing algorithm; (2) zooming the recovered complete G channel $I_{d m}^{g}$ to obtain the zoomed G channel $I_{d m}^{z, g}$; (3) recovering and zooming $R$ and $B$ channels by using the color difference value to obtain the zoomed R channel $I_{d m}^{z, r}$ and B channel $I_{d m}^{z, b}$, and finally the zoomed full color image can be obtained. The flowchart of the three stages in our proposed joint demosaicing and zooming algorithm is shown in Fig. 2.

## A. Recovering the $G$ channel on the mosaic image

In this subsection, the G channel recovery on the mosaic image by using the extracted edge information mentioned in Section II and the edge-sensing demosaicing algorithm are presented. For exposition, let us take Fig. 1 to explain how to estimate the G channel value $I_{d m}^{g}(i, j)$ located at the center position of Fig. 1. In order to estimate $I_{d m}^{g}(i, j)$ more accurately by using its four neighboring pixels with movement $\Omega_{n}=\{(x, y) \mid(x, y)=(i \pm 1, j),(i, j \pm 1)\}$, four proper weights in terms of the gradient magnitude are assigned to the corresponding four spectral-correlation terms in the interpolation estimation phase. Considering the neighboring pixel located at position $(i-1, j)$, if the vertical gradient magnitude of the pixel at position $(i-1, j)$ is large, it means that there is a horizontal edge passing through it. Based on the
color difference assumption [13], [23], it reveals that the G component of this pixel makes less contribution to the estimation of the G component of the current pixel at position $(i, j)$; otherwise, it reveals that the G component of this pixel makes more contribution to the estimation of the G component of the current pixel. Based on the above analysis of gradient and direction influences, the weight of the pixel at position $(i-1, j)$ can be determined by $w_{g}(V, i-1, j)=\frac{1}{1+\Delta I_{d m}^{V}(i, j)+2 \Delta I_{d m}^{V}(i-1, j)+\Delta I_{d m}^{V}(i-2, j)} . \quad$ By the same argument, the weights of the other three neighbors of the current pixel can be determined by $w_{g}(V, i+1, j)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m}^{V}(i+k, j)}$,
$w_{g}(H, i, j-1)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} J_{d m}^{H}(i, j-k)}$,
and
$w_{g}(H, i, j+1)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta_{d m}^{H}(i, j+k)}$, respectively where $\delta_{k}=2$ if
$k=1 ; \quad \delta_{k}=1$, otherwise. In addition, based on the horizontal and vertical heterogeneity projection values of the current pixel at position $(i, j), \quad H P_{H}^{\prime}(i, j)$ and $H P_{V}^{\prime}(i, j)$, the interpolation estimation scheme for G channel should consider three cases, namely (1) horizontal variation (HV) as shown in Fig. 4(a), (2) vertical variation (VV) as shown in Fig. 4(b), and (3) the other variations (OV) as shown in Fig. 4(c). The arrows in Fig. 4 denote the relevant data dependence.
According to the above discussions, the value of $I_{d m}^{g}(i, j)$ can be estimated by the following rule:

$$
\begin{gathered}
I_{d m}^{g}(i, j)=I_{m o}^{b}(i, j)+\frac{\sum(d, x, y) \in \xi_{g} w_{g}(d, x, y) D_{g}(x, y)}{\sum(d, x, y) \in \xi_{g} w_{g}(d, x, y)} \\
\xi_{g}= \begin{cases}\xi_{1} & \text { if } \operatorname{DVar}(i, j)=H \\
\xi_{2} & \text { if } D \operatorname{Var}(i, j)=V \\
\xi_{1} \cup \xi_{2} & \text { if } D \operatorname{Var}(i, j)=O\end{cases} \\
\operatorname{DVar}(i, j)= \begin{cases}H(\mathrm{HV}) & \text { if } H P_{V}^{\prime}(i, j)<\alpha H P_{H}^{\prime}(i, j) \\
V(\mathrm{VV}) & \text { if } H P_{H}^{\prime}(i, j)<\alpha H P_{V}^{\prime}(i, j) \\
O(\mathrm{OV}) & \text { Ohterwise }\end{cases}
\end{gathered}
$$

where $\xi_{1}=\{(V, i \pm 1, j)\}$ and $\xi_{2}=\{(H, i, j \pm 1)\}$; for $(d, x, y) \in \xi_{1}$,
$D_{g}\left(x_{1}, y_{1}\right)=I_{m o}^{g}\left(x_{1}, y_{2}\right)-\frac{I_{m o}^{b}\left(x_{1}+1, y_{2}\right)+I_{m o}^{b}\left(x_{1}-1, y_{2}\right)}{2} ; \quad$ for $(d, x, y) \in \xi_{1}$,
$D_{g}\left(x_{1}, y_{1}\right)=I_{m o}^{g}\left(x_{1}, y_{2}\right)-\frac{I_{m o}^{b}\left(x_{1}+1, y_{2}\right)+I_{m o}^{b}\left(x_{1}-1, y_{2}\right)}{2} ;$
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(b)
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Fig. 4. Data dependence of our proposed interpolation estimation for G channel. (a) Horizontal variation (vertical edge). (b) Vertical variation (horizontal edge). (c) The other variations.


Fig. 5. The pattern of $I_{d m}^{z, g}$ after expanding the recovered $\mathbf{G}$ channel.
$\operatorname{DVar}(i, j)$ denotes the direction of variation at position $(i, j)$; the parameter $\alpha$ is set to $\alpha=0.55$ empirically.

After recovering the $G$ channel by using the above rules, the proposed new refinement method, which combines the concept of the local color ratios [16] and our proposed proper weighting scheme based on the gradient magnitude, is used to refine the demosaiced $G$ channel. For the pixel at position $(i, j)$, its G color value $I_{d m}^{g}(i, j)$ is refined by

$$
I_{d m}^{g}(i, j)=-\beta+\left(I_{m o}^{b}(i, j)+\beta\right) \frac{\sum_{(d, x, y) \in \xi_{g}^{\prime}} \delta_{(d, x, y)} w_{g}(d, x, y) L_{g}(x, y)}{\sum_{(d, x, y) \in \xi_{g}^{\prime}} \delta_{(d, x, y)} w_{g}(d, x, y)}
$$

where $\quad \xi_{g}^{\prime}=\{(H, i, j),(V, i, j),(H, i, j \pm 1),(V, i \pm 1, j)\}$;
$L_{g}(x, y)=\frac{I_{d m}^{g}(x, y)+\beta}{I_{m o}^{b}(x, y)+\beta} ;$

$$
\delta_{(d, x, y)}=0.5
$$

$(d, x, y)=\{(H, i, j),(V, i, j)\} ; \quad \delta_{(d, x, y)}=1, \quad$ otherwise; $\quad$ the parameter $\beta$ is set to $\beta=256$ empirically. In next subsection, the recovered $G$ channel will be used to estimate the G color values of the zoomed full color image.

## B. Zooming the recovered $G$ channel

After recovering the $G$ channel on the mosaic image, in this subsection, we present an efficient method to zoom the recovered G channel and the zoomed G channel is called $I_{d m}^{z, g}$. If the recovered G channel $I_{d m}^{g}$ is with size $X \times Y$, after the quad-zooming process, the size of the obtained zoomed $G$ channel $I_{d m}^{z, g}$ is $2 X \times 2 Y$. In order to obtain the zoomed G channel $I_{d m}^{z, g}$, the recovered green channel $I_{d m}^{g}$ is first expanded to $I_{d m}^{z, g}$ and the array DVar, which has saved the directions of variation of all pixels in $I_{d m}^{g}$, is expanded to $D V a r^{2}$; the expanding rule is given by

$$
\begin{gathered}
I_{d m}^{z, g}(2 i, 2 j)=I_{d m}^{g}(i, j) ; \operatorname{Var}^{z}(2 i, 2 j)=\operatorname{DVar}(i, j) \\
\forall i \in\{0,1,2, \ldots, X-1\} ; \forall j \in\{0,1,2, \ldots, Y-1\}
\end{gathered}
$$

where $D \operatorname{Var}^{z}(x, y)$ denotes the direction of variation at position $(x, y)$ in the zoomed green channel $I_{d m}^{z, g}$. After expanding the recovered $G$ channel by using the above rule, the pattern of $I_{d m}^{z, g}$ is now illustrated in Fig. 5. The interpolation estimation for $G$ channel could be partitioned into two steps: Step 1: interpolating the G values of pixels at positions $\left(i^{\prime}+2 m, j^{\prime}+2 n\right)$ in Fig. 5; Step 2: interpolating the missing $G$ values of pixels at positions $\left(i^{\prime}+2 m, j^{\prime}+2 n+1\right)$ and $\left(i^{\prime}+2 m+1, j^{\prime}+2 n\right)$.

For simplicity, we now take the central pixel at position $\left(i^{\prime}, j^{\prime}\right)$ as the representative to explain how to estimate the G
values in Step 1. Step 2 will be described later. Referring to Fig. 5, it is not hard to find that the G pattern in Fig. 5 is the same as the R/B pattern in the mosaic image as shown in Fig. 1. According to [7], the R/B gradient information of the mosaic image can be extracted by using the four quad-masks which combine the bilinear interpolation demosaicing technique and the Sobel operator; the required four quadmasks are shown in Fig. 6-Fig. 9. Because of the equivalence of the two patterns mentioned above, the gradient magnitudes of all pixels in $I_{d m}^{z, g}$ (see Fig. 5) can also be extracted by using the four quad-masks as shown in Fig. 6-Fig. 9. By running the proper SI-based masks on the $5 \times 5$ subimage centered at position ( $i^{\prime}, j^{\prime}$ ) in Fig. 5, the horizontal response $\Delta I_{d m}^{z, H}\left(i^{\prime}, j^{\prime}\right)$, the vertical response $\Delta I_{d m}^{z, V}\left(i^{\prime}, j^{\prime}\right)$, the $\pi / 4$-diagonal response $\Delta I_{d m}^{2, \pi / 4}\left(i^{\prime}, j^{\prime}\right)$, and the $-\pi / 4$-diagonal response $\Delta I_{d m}^{z,-\pi / 4}\left(i^{\prime}, j^{\prime}\right)$ of G channel can be obtained.

Similar to the recovering process for the mosaic G channel mentioned in last subsection, assume the gradient magnitudes of the current pixel at position $\left(i^{\prime}, j^{\prime}\right)$ and the four neighboring pixels with movement $\Omega_{n}^{\prime}=\left\{(x, y) \mid(x, y)=\left(i^{\prime} \pm 1, j^{\prime} \pm 1\right)\right\}$, respectively, have been computed by the above rule. In order to estimate the $G$ value of the current pixel $I_{d m}^{z, g}\left(i^{\prime}, j^{\prime}\right)$ more accurately, the gradient magnitudes of four diagonal variations are considered to determine the proper four weights. Similar to the analysis in last subsection, the four weights of the four diagonal neighbors of the current pixel can be given by $w_{g}^{2}\left(-\pi / 4, i^{\prime}-1, j^{\prime}-1\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta J_{d m}^{z,-\pi / 4}\left(i^{\prime}-k, j^{\prime}-k\right)}$, $w_{g}^{z}\left(\pi / 4, i^{\prime}-1, j^{\prime}+1\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m p}^{z, \pi / 4}\left(i^{\prime}-k, j^{\prime}+k\right)}$,
$w_{8}^{2}\left(\pi / 4, i^{\prime}+1, j^{\prime}-1\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m}^{z, \pi / 4}\left(i^{\prime}+k, j^{\prime}-k\right)}$,
and
$w_{g}^{2}\left(-\pi / 4, i^{\prime}+1, j^{\prime}+1\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m}^{z-\pi / 4}\left(i^{\prime}+k, j^{\prime}+k\right)}, \quad$ where $\quad \delta_{k}=2$ if $k=1 ; \quad \delta_{k}=2$, otherwise. Based on the four weights, the $G$ value of the current pixel at position $\left(i^{\prime}, j^{\prime}\right)$ can be estimated by

$$
I_{d m}^{z, g}(i, j)=\frac{\sum_{(d, x, y) \xi_{g}^{z}} w_{g}^{z}(d, x, y) I_{d m}^{z, g}(x, y)}{\sum_{(d, x, y) \in \xi_{g}^{z}} w_{g}^{z}(d, x, y)}
$$

where $\xi_{g}^{\prime}=\left\{\left(-\pi / 4, i^{\prime}-1, j^{\prime}-1\right),\left(\pi / 4, i^{\prime}-1, j^{\prime}+1\right),\left(\pi / 4, i^{\prime}+1, j^{\prime}-1\right),\left(-\pi / 4, i^{\prime}+1, j^{\prime}+1\right)\right\}$. Furthermore, at position $\left(i^{\prime}, j^{\prime}\right)$, the direction of variation $D \operatorname{Var}^{z}\left(i^{\prime}, j^{\prime}\right)$ can be determined by the following rule:

$$
\begin{gather*}
\operatorname{VVar}^{z}\left(i^{\prime}, j^{\prime}\right)=\left\{\begin{array}{l}
H(\mathrm{HV}) \\
\text { if } \sum_{(x, y) \in \Omega_{n}} N \operatorname{Var}^{2}(x, y) \geq 2 \\
\operatorname{(VV)} \\
O\left(\mathrm{Of} \sum_{(x, y) \in \Omega_{n}^{\prime}} N \operatorname{Var}^{2}(x, y) \leq-2\right.
\end{array}\right. \\
\operatorname{NVar}^{2}\left(x^{\prime}, y^{\prime}\right)=\left\{\begin{aligned}
1 & \text { if } D \operatorname{Var}^{2}\left(x^{\prime}, y^{\prime}\right)=H \\
-1 & \text { if } D \operatorname{Var}^{2}\left(x^{\prime}, y^{\prime}\right)=V \\
0 & \text { otherwise }
\end{aligned}\right. \tag{1}
\end{gather*}
$$

where $\Omega_{n}^{\prime}=\left\{(x, y) \mid(x, y)=\left(i^{\prime} \pm 1, j^{\prime} \pm 1\right)\right\}$; for all $\left(x^{\prime}, y^{\prime}\right) \in \Omega_{n}^{\prime}$. The determined $D \operatorname{Var}^{z}\left(i^{\prime}, j^{\prime}\right)$ will be used in Step 2 later.

After performing Step 1, Fig. 10(a) illustrates the current pattern of the zoomed G channel. For easy exposition for recovering missing G pixels, instead of using Fig. 10(a), Fig. 10(b) (which is obtained by shifting Fig. 10(a) one pixel down, i.e. the position ( $i^{\prime \prime}, j^{\prime \prime}$ ) in Fig. 10(b) corresponds to the position ( $i^{\prime}-1, j^{\prime}$ ) in Fig. 10(a)) is used. For simplicity, we still take the central pixel at position ( $i$ ", $j^{\prime \prime}$ ) as the representative to explain how to estimate the missing $G$ values which constitutes the main body of Step 2.

Referring to Fig. 10(b), since the G pattern of the zoomed G channel $I_{d m}^{z, g}$ is the same as that of the mosaic image, the interpolation estimation approach mentioned in Subsection III.A can be used to estimate the $G$ value of the current pixel
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Fig. 6. For all $(x, y) \in\left\{\left(i^{\prime} \pm 2 m, j^{\prime} \pm 2 n\right)\right\}$ in Fig. 5, the four SI-based masks for G channel. (a) The horizontal SI-based mask. (b) The vertical SI-based mask. (c) The $\pi / 4$-diagonal SI-based mask. (d) The $-\pi / 4$ diagonal SI-based mask.
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Fig. 7. For all $(x, y) \in\left\{\left(i^{\prime} \pm 2 m+1, j^{\prime} \pm 2 n\right)\right\}$ in Fig. 5, the four SIbased masks for G channel. (a) The horizontal SI-based mask. (b) The vertical SI-based mask. (c) The $\pi / 4$-diagonal SI-based mask. (d) The $-\pi / 4$-diagonal SI-based mask.
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Fig. 8. For all $(x, y) \in\left\{\left(i^{\prime} \pm 2 m, j^{\prime} \pm 2 n+1\right)\right\}$ in Fig. 5, the four SIbased masks for G channel. (a) The horizontal SI-based mask. (b) The vertical SI-based mask. (c) The $\pi / 4$-diagonal SI-based mask. (d) The $-\pi / 4$-diagonal SI-based mask.
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Fig. 9. For all $(x, y) \in\left\{\left(i^{\prime} \pm 2 m+1, j^{\prime} \pm 2 n+1\right)\right\}$ in Fig. 5, the four
SI-based masks for G channel. (a) The horizontal SI-based mask. (b) The vertical SI-based mask. (c) The $\pi / 4$-diagonal SI-based mask. (d) The $-\pi / 4$-diagonal SI-based mask.


Fig. 10. Two patterns of the zoomed G channel. (a) The pattern of the zoomed G channel after performing Step 1. (b) The pattern shifting (a) one pixel down.
at position ( $i^{\prime \prime}, j^{\prime \prime}$ ). Similar to Eq. (1), the direction of variation $D \operatorname{Var}^{z}\left(i^{\prime \prime}, j{ }^{\prime \prime}\right)$ is first determined by considering its four neighboring pixels with movement $\Omega_{n}^{\prime}=\left\{(x, y) \mid(x, y)=(i " \pm 1, j),\left(i{ }^{\prime \prime}, j \pm 1\right)\right\}$. After determining the direction of variation $\operatorname{Var}^{z}\left(i^{\prime \prime}, j^{\prime \prime}\right)$, the $G$ value of the current pixel at position ( $i^{\prime \prime}, j^{\prime \prime}$ ) can be estimated by

$$
\begin{array}{r}
I_{d m}^{z, g}\left(i^{\prime \prime}, j^{\prime \prime}\right)=\frac{\sum_{(d, x, y) \in \xi_{g}^{\xi^{2}}} \cdot w_{g}^{z}(d, x, y) I_{d m}^{z, g}(x, y)}{\sum_{(d, x, y) \epsilon \xi_{g}^{z^{2}}} \cdot w_{g}^{z}(d, x, y)} \\
\xi_{g}^{\prime \prime}= \begin{cases}\xi_{1} & \text { if } D \operatorname{Var}^{z}\left(i^{\prime \prime}, j^{\prime \prime}\right)=H \\
\xi_{2} & \text { if } D \operatorname{Var}^{z}\left(i^{\prime \prime}, j^{\prime \prime}\right)=V \\
\xi_{1} \cup \xi_{2} & \text { if } D \operatorname{Var}^{z}\left(i^{\prime \prime}, j^{\prime \prime}\right)=O\end{cases}
\end{array}
$$

where $\quad \xi_{1}=\left\{\left(V, i " \pm 1, j^{\prime \prime}\right)\right\} \quad$ and $\quad \xi_{2}=\left\{\left(H, i^{\prime \prime}, j^{\prime \prime} \pm 1\right)\right\}$; $D \operatorname{Var}^{z}\left(i^{\prime \prime}, j^{\prime \prime}\right)$ denotes the direction of variation at position $\left(i^{\prime \prime}, j^{\prime \prime}\right) ; \quad w_{g}\left(V, i^{\prime \prime}-1, j^{\prime \prime}\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta J_{d m}^{z, V}\left(i^{\prime \prime}-k, j^{\prime \prime}\right)} ;$
$w_{g}\left(V, i^{+}+1, j^{\prime \prime}\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m}^{z, V}\left(i^{\prime \prime}+k, j^{\prime \prime}\right)} ;$
$w_{g}\left(H, i^{\prime \prime}, j^{\prime \prime}-1\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m}^{z, H}\left(i^{\prime \prime}, j^{\prime \prime}-k\right)} ;$
$w_{g}\left(H, i^{\prime \prime}, j^{\prime \prime}+1\right)=\frac{1}{1+\sum_{k=0}^{2} \delta_{k} \Delta I_{d m}^{z, H}\left(i^{\prime \prime}, j^{\prime \prime}+k\right)} ; \delta_{k}=2$ if $k=1 ; \quad \delta_{k}=2$, otherwise.

After performing the above interpolation estimation for $G$ pixels, the G channel of the zoomed image has been fully populated. In next subsection, the fully populated $G$ channel of the zoomed image will be used to assist the interpolation estimation of R and B channels.

## C. Recovering and zooming $R$ and $B$ channels

Since the $G$ channel is completely recovered and zoomed, the color difference concept can be used to assist the recovery of R and $B$ pixels more accurately. Instead of demosaicing $R$ and $B$ channels of the mosaic image in Fig. 1, R and B pixels on the mosaic image are directly expanded to the zoomed R channel $I_{d m}^{z, r}$ and the zoomed B channel $I_{d m}^{z, b}$, respectively, by using the rule:

$$
\begin{align*}
& I_{d m}^{z, r}\left(2 i_{r}, 2 j_{r}\right)=I_{m o}^{r}\left(i_{r}, j_{r}\right) \\
& I_{d m}^{, b, b}\left(2 i_{b}, 2 j_{b}\right)=I_{m o}^{b}\left(i_{b}, j_{b}\right) \tag{2}
\end{align*}
$$



Fig. 11. The subimage of $I_{d m}^{z}$ after expanding $R$ and $B$ channels.


Fig. 12. A basic block.
where $I_{m o}^{r}\left(i_{r}, j_{r}\right)$ denotes the R pixel at position $\left(i_{r}, j_{r}\right)$ in the mosaic image $I_{m o} ; I_{m o}^{b}\left(i_{b}, j_{b}\right)$ denotes the B pixel at position $\left(i_{b}, j_{b}\right)$ in $I_{m o} ; I_{d m}^{z, r}(x, y)$ and $I_{d m}^{z, b}(x, y)$ denote the R and B color values of the zoomed image $I_{d m}^{z}$ at position $(x, y)$, respectively. For example, by Eq. (2), the R pixel at position $(1,0)$ in the mosaic image $I_{m o}$ is copied to position $(2,0)$ in the zoomed image $I_{d m}^{z}$ as shown in Fig. 11. In order to cover the four copied R pixels in Fig. 11, a basic $5 \times 5$ block surrounded by dashed lines is used to recover the missing $R$ pixels. It is followed for the four copied B pixels. Since the recovering and zooming approach for R channel is the same as that for B channel, in what follows, we only present it for R channel.

Fig. 12 illustrates a basic block which is cut off from Fig. 11. It is observed that the four corner pixels of the basic block contain $R$ and $G$ values simultaneously. Thus, color difference values of the four corner pixels can be first obtained by $D_{r}^{z}(x, y)=I_{d m}^{z, g}(x, y)-I_{d m}^{z, r}(x, y), \quad \forall(x, y) \in\left\{\left(i^{\prime} \pm 2, j^{\prime} \pm 2\right)\right\}$. Then, according to the concept of bilinear interpolation estimation, the missing color difference values in the basic block could be obtained by

$$
D_{r}^{z}\left(i^{\prime}+m, j^{\prime}+n\right)=\sum_{\delta_{1}} \frac{2+\delta_{1} n}{4} \sum_{\delta_{2}} \frac{2+\delta_{2} m}{4} D_{r}^{z}\left(i^{\prime}+2 \delta_{2}, j^{\prime}+2 \delta_{1}\right)
$$

where $\delta_{1}, \delta_{2} \in\{-1,1\} ;-2 \leq m, n \leq 2$. In order to speed up the computation of $D_{r}^{z}\left(i^{\prime}+m, j^{\prime}+n\right)$, based on the derivation in [6], the above equation can be rewritten by
$D_{r}^{z}\left(i^{\prime}+m, j^{\prime}+n\right)=D_{r}^{z}\left(i^{\prime}-2, j^{\prime}-2\right)+\frac{m+2}{4} \Delta D_{r}^{z, V}+\frac{n+2}{4} \Delta D_{r}^{z, H}+\frac{(m+2)(n+2)}{16} F_{1}$ where $0 \leq m+2, n+2 \leq 4 ; \quad \Delta D_{r}^{z, V}=\sum_{s \in\{-1,1\}} s D_{r}^{z}\left(i^{\prime}+2 s, j^{\prime}-2\right)$; $\Delta D_{r}^{z, H}=\sum_{s \in\{-1,1\}} s D_{r}^{z}\left(i^{\prime}-2, j^{\prime}+2 s\right)$;
$F_{1}=\sum_{k} \sum_{l} \delta_{k, l} D_{r}^{z}\left(i^{\prime}+2 k, j^{\prime}+2 l\right)$ where $k, l \in\{-1,1\} ; \quad \delta_{k, l}=k l$. It is observed that in Eq. Error! Reference source not found. for each basic block, $\Delta D_{r}^{z, V}, \Delta D_{r}^{z, H}$, and $F_{1}$ should be only calculated once. After getting color difference values for all' pixels in the basic block, all the missing R color values in the basic block can be recovered by


Fig. 13. The twenty-four testing images from Kodak PhotoCD [31].
$I_{d m}^{z, r}\left(i^{\prime}+m, j^{\prime}+n\right)=I_{d m}^{z, g}\left(i^{\prime}+m, j^{\prime}+n\right)-D_{r}^{z}\left(i^{\prime}+m, j^{\prime}+n\right) \quad$ where $-2 \leq m, n \leq 2$.
After presenting our proposed new joint demosaicing and zooming algorithm, in next section, some experimental results are shown to demonstrate the quality advantage of our proposed algorithm.

## IV. EXPERIMENTAL RESULTS

In this section, based on twenty-four testing mosaic images, some experimental results are demonstrated to show that our proposed joint demosaicing and zooming algorithm has better image quality performance when compared with the previous zooming algorithms. Fig. 13 illustrates the twenty-four testing images from Kodak PhotoCD [31]. In our experiments, the twenty-four testing images with size $512 \times 728$ are first downsampled to obtain the mosaic images with size $256 \times 364$. Furthermore, the boundaries of the image are dealt with using the mirroring method.

For evaluating the performance of our proposed zooming algorithm, five zooming algorithms for mosaic images are used to compare with our proposed algorithm. In the first comparative algorithm called $A_{1}$, the zoomed mosaic images are first produced by using the mosaic image zooming algorithm proposed by Lukac et al. [17] and then the demosaicing method proposed by Zhang and Wu [28] is used to demosaic the zoomed mosaic image. In [5], the bilinear image zooming [26] method is a good choice to zoom the demosaiced images. In the second and third comparative algorithm $A_{2}$ and $A_{3}$, the two demosaicing methods proposed by Lukac et al. [14] and Zhang and Wu [28] are first used to obtain the demosaiced images and then the bilinear image zooming method is used to produce the zoomed full color images. Considering the fourth and fifth comparative algorithm, $A_{4}$ and $A_{5}$, two recently published joint demosaicing and zooming algorithms, one by Chung and Chan [6] and the other by Zhang and Zhang [30], are used to zoom the mosaic images. The concerned algorithms are implemented on the IBM compatible computer with Intel Core 2 Duo CPU 1.83 GHz and 2GB RAM. The operating system used is MS-Windows XP and the program developing environment is Dev $\mathrm{C}++$ 4.9.9.2. Our implementations for the concerned algorithms and the concerned results are available from [32].

Table II.
THE CPSNR QUALITY COMPARISON.

|  | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $A_{5}$ | Ours |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Image01 | 22.80 | 24.15 | 24.59 | 24.46 | 24.37 | $\mathbf{2 4 . 6 8}$ |
| Image02 | 29.26 | 30.62 | 30.54 | 30.41 | 30.60 | $\mathbf{3 0 . 9 1}$ |
| Image03 | 30.41 | 32.04 | 31.94 | 32.10 | 32.06 | $\mathbf{3 2 . 5 5}$ |
| Image04 | 28.92 | 31.07 | 31.07 | 30.91 | 31.13 | $\mathbf{3 1 . 4 0}$ |
| Image05 | 22.20 | 24.37 | 24.65 | 24.59 | 24.71 | $\mathbf{2 4 . 9 1}$ |
| Image06 | 24.22 | 25.49 | 26.28 | 26.03 | 26.01 | $\mathbf{2 6 . 3 9}$ |
| Image07 | 28.48 | 31.05 | 30.83 | 30.75 | 31.31 | $\mathbf{3 1 . 5 0}$ |
| Image08 | 20.12 | 21.45 | 21.92 | 21.76 | 21.74 | $\mathbf{2 2 . 1 2}$ |
| Image09 | 28.44 | 30.15 | 30.46 | 30.31 | 30.63 | $\mathbf{3 0 . 8 8}$ |
| Image10 | 28.36 | 30.23 | 30.55 | 30.49 | 30.59 | $\mathbf{3 0 . 8 6}$ |
| Image11 | 25.50 | 27.00 | 27.36 | 27.21 | 27.24 | $\mathbf{2 7 . 6 1}$ |
| Image12 | 29.74 | 31.19 | 31.40 | 31.41 | 31.43 | $\mathbf{3 1 . 8 0}$ |
| Image13 | 20.36 | 21.91 | 22.43 | 22.22 | 22.15 | $\mathbf{2 2 . 5 5}$ |
| Image14 | 24.69 | 26.50 | 26.26 | 26.22 | 26.33 | $\mathbf{2 6 . 6 8}$ |
| Image15 | 28.74 | 30.57 | 30.50 | 30.60 | 30.72 | $\mathbf{3 1 . 0 7}$ |
| Image16 | 27.85 | 29.04 | 29.70 | 29.55 | 29.46 | $\mathbf{2 9 . 8 4}$ |
| Image17 | 28.14 | 30.14 | 30.48 | 30.18 | 30.46 | $\mathbf{3 0 . 7 7}$ |
| Image18 | 24.11 | 25.88 | 26.20 | 26.00 | 26.05 | $\mathbf{2 6 . 4 3}$ |
| Image19 | 24.47 | 2570 | 26.47 | 26.19 | 26.36 | $\mathbf{2 6 . 6 3}$ |
| Image20 | 27.76 | 29.45 | 29.68 | 29.72 | 29.80 | $\mathbf{3 0 . 1 0}$ |
| Image21 | 24.72 | 26.26 | 26.71 | 26.52 | 26.53 | $\mathbf{2 6 . 9 1}$ |
| Image22 | 26.45 | 28.00 | 28.10 | 27.89 | 28.03 | $\mathbf{2 8 . 4 2}$ |
| Image23 | 29.67 | 32.11 | 32.09 | 32.23 | 32.52 | $\mathbf{3 2 . 5 7}$ |
| Image24 | 22.84 | 24.46 | 24.97 | 24.71 | 24.78 | $\mathbf{2 5 . 0 8}$ |
| Average | 26.18 | 27.87 | 28.14 | 28.02 | 28.13 | $\mathbf{2 8 . 4 4}$ |

Table III.
The S-CIELAB $\Delta E_{a b}^{*}$ QUALITY COMPARISON.

|  | $A_{1}$ | $A_{2}$ | $A_{3}$ | $A_{4}$ | $A_{5}$ | Ours |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Image01 | 5.788 | 5.099 | 4.462 | 4.398 | 4.719 | $\mathbf{4 . 0 5 2}$ |
| Image02 | 3.922 | 3.454 | 3.434 | 3.652 | 3.484 | $\mathbf{3 . 1 7 7}$ |
| Image03 | 2.457 | 2.055 | 2.158 | 2.087 | 2.134 | $\mathbf{1 . 9 5 8}$ |
| Image04 | 3.481 | 2.925 | 2.831 | 2.888 | 2.853 | $\mathbf{2 . 6 6 6}$ |
| Image05 | 8.042 | 6.765 | 6.510 | 6.462 | 6.763 | $\mathbf{5 . 9 2 5}$ |
| Image06 | 4.162 | 3.722 | 2.950 | 3.069 | 3.157 | $\mathbf{2 . 8 4 4}$ |
| Image07 | 3.602 | 2.641 | 2.903 | 2.711 | 2.687 | $\mathbf{2 . 5 2 3}$ |
| Image08 | 6.546 | 5.718 | 4.841 | 4.748 | 5.031 | $\mathbf{4 . 4 7 0}$ |
| Image09 | 2.373 | 1.978 | 1.865 | 1.860 | 1.829 | $\mathbf{1 . 7 0 2}$ |
| Image10 | 2.335 | 2.004 | 1.887 | 1.884 | 1.886 | $\mathbf{1 . 7 3 4}$ |
| Image11 | 4.462 | 3.850 | 3.514 | 3.528 | 3.670 | $\mathbf{3 . 2 4 1}$ |
| Image12 | 1.887 | 1.607 | 1.533 | 1.487 | 1.534 | $\mathbf{1 . 4 0 0}$ |
| Image13 | 8.053 | 7.179 | 6.090 | 6.504 | 6.661 | $\mathbf{5 . 8 6 1}$ |
| Image14 | 5.608 | 4.736 | 4.728 | 4.725 | 4.856 | $\mathbf{4 . 3 7 9}$ |
| Image15 | 3.521 | 3.083 | 3.095 | 3.038 | 3.094 | $\mathbf{2 . 8 4 0}$ |
| Image16 | 3.212 | 2.888 | 2.292 | 2.356 | 2.422 | $\mathbf{2 . 2 1 8}$ |
| Image17 | 3.650 | 3.000 | 2.768 | 2.878 | 2.884 | $\mathbf{2 . 6 4 4}$ |
| Image18 | 6.557 | 5.638 | 5.485 | 5.544 | 5.669 | $\mathbf{5 . 0 8 4}$ |
| Image19 | 4.071 | 3.519 | 2.982 | 3.125 | 3.150 | $\mathbf{2 . 8 2 4}$ |
| Image20 | 2.776 | 2.332 | 2.275 | 2.232 | 2.332 | $\mathbf{2 . 0 7 9}$ |
| Image21 | 4.151 | 3.605 | 3.155 | 3.259 | 3.376 | $\mathbf{2 . 9 8 7}$ |
| Image22 | 3.854 | 3.381 | 3.411 | 3.423 | 3.397 | $\mathbf{3 . 1 4 5}$ |
| Image23 | 2.393 | $\mathbf{1 . 9 0 9}$ | 2.193 | 1.996 | 2.029 | 1.981 |
| Image24 | 4.580 | 3.988 | 3.603 | 3.758 | 3.766 | $\mathbf{3 . 3 6 2}$ |
| Average | 4.229 | 3.626 | 3.374 | 3.400 | 3.474 | $\mathbf{3 . 1 2 9}$ |

Here, two objective color image quality measures, the color PSNR (CPSNR) and the S-CIELAB $\Delta E_{a b}^{*}$ metric [10], [13], and one subjective color image quality measure, the color artifacts, are adopted to justify the better quality performance
of our proposed novel zooming algorithm. The CPSNR for a color image with size $M \times N$ is defined by

$$
\mathrm{CPSNR}=10 \log _{10} \frac{255^{2}}{\frac{1}{3 M N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1} \sum_{c \in C}\left[I_{o r i}^{c}(i, j)-I_{d m}^{z, c}(i, j)\right]^{2}}
$$

where $C \in\{r, g, b\} ; \quad I_{o r i}^{r}(i, j), \quad I_{o r i}^{g}(i, j)$, and $I_{o r i}^{b}(i, j)$ denote the three color components of the color pixel at position $(i, j)$ in the original full color image; $I_{d m}^{z, r}(i, j), I_{d m}^{z, g}(i, j)$, and $I_{d m}^{z, b}(i, j)$ denote the three color components of the color pixel at position $(i, j)$ in the zoomed full color image. The greater the CPSNR is, the better the image quality is. The S-CIELAB $\Delta E_{a b}^{*}$ of a color image with size $M \times N$ is defined by

$$
\Delta E_{a b}^{*}=\frac{1}{M N} \sum_{i=0}^{M-1} \sum_{j=0}^{N-1}\left\{\sqrt{\sum_{c \in \Psi} L A B_{o r i}^{c}(i, j)-L A B_{d m}^{z, c}(i, j)}\right\}
$$

where $\quad \Psi \in\{L, a, b\} ; \quad L A B_{o r i}^{L}(i, j), \quad L A B_{o r i}^{a}(i, j), \quad$ and $L A B_{\text {ori }}^{b}(i, j)$ denote the three CIELAB color components of the color pixel at position $(i, j)$ in the original full color image; $L A B_{d m}^{z, L}(i, j), L A B_{d m}^{z, a}(i, j)$, and $L A B_{d m}^{z, b}(i, j)$ denote the three CIELAB color components of the color pixel at position $(i, j)$ in the zoomed full color image. The smaller the S-CIELAB $\Delta E_{a b}^{*}$ is, the better the image quality is.

For fairness, the recently published joint demosaicing and zooming algorithms [5], [30] still apply their own demosaiced image quality refinement schemes; the two demosaicing methods [14], [28] also utilize the postprocessing approach by Lukac et al. [16] to enhance the demosaiced image quality. Based on twenty-four testing images, among our proposed zooming algorithm and the other five zooming algorithms, Table II and Table III demonstrate the zoomed image quality comparison in terms of CPSNR and S-CIELAB $\Delta E_{a b}^{*}$, respectively. In Table II and Table III, the entries with the largest CPSNR and the smallest S-CIELAB $\Delta E_{a b}^{*}$, respectively, are highlighted by boldface. In average, our proposed zooming algorithm has the best zoomed image quality in terms of CPSNR and S-CIELAB $\Delta E_{a b}^{*}$ among the concerned six zooming algorithms.

Then, the subjective image visual measure is adopted to demonstrate the visual quality advantage of our proposed zooming algorithm. After recovering and zooming the mosaic image, some color artifacts may appear on nonsmooth regions of the zoomed full color image. Here, seven magnified subimages cut from the testing image No. 5 are used to compare the visual effect among the six concerned algorithms. Fig. 14(a)-Fig. 14(g) illustrate the magnified subimages cut from the original testing image No. 5 and the ones obtained by the six concerned zooming algorithms. Comparing the visual effect between each magnified subimage in Fig. 14(a) and the corresponding one in Fig. 14(b)-Fig. 14(g), it is observed that our proposed zooming algorithm produces less color artifacts when compared to the other five previous zooming algorithms. Further, we take the magnified subimages cut from the testing

Table IV.
AVERAGE NUMBERS OF OPERATIONS REQUIRED FOR DEMOSAICING AND ZOOMING A PIXEL REQUIRED IN OUR PROPOSED ALGORITHM.

|  | ADD | MUL | DIV | CMP | ABS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Stage 1: Recovering the G channel on the mosaic image. |  |  |  |  |  |
| Determine direction of variation by adaptive heterogeneity projection. | 38 | 5.333 | 4 | 12 | 8 |
| Extract G channel gradient information on the mosaic image by SL-based masks. | 38 | 10 | 0 | 0 | 20 |
| Recover the G channel on the mosaic image by edge-sensing interpolation. | 20 | 5 | 6.5 | 0.5 | 0 |
| Stage 2: Zooming the recovered G channel. |  |  |  |  |  |
| Extract gradient information on the expanded G channel by SI-based masks. | 16 | 6 | 0 | 0 | 10 |
| Interpolate the G color values. | 13.25 | 5 | 3.25 | 0.75 | 0 |
| Stage 3: Recovering and zooming the $R$ and $B$ channels. |  |  |  |  |  |
| Interpolate the R and B color values. | 10.125 | 5.625 | 5.625 | 0 | 0 |
| Number of total generations. | 135.375 | 36.958 | 19.375 | 13.25 | 38 |

image No. 19 for visual comparison. Fig. 15(a)-Fig. 15(g) are the magnified subimages cut from the original full color testing image No. 19 and the six zoomed images. From visual comparison, it is observed that among the six concerned zooming algorithms, our proposed zooming algorithm produces the least color artifacts, i.e. the best visual effect.

Finally, the computational complexity analyses of the six concerned algorithms are given and they are measured in terms of the number of operations. These operations include the addition (ADD), the multiplication (MUL), the division (DIV), the comparison (CMP), and taking absolute value (ABS). Although the true number of operations required is dependent on the testing images, for analysis, we assume that the probability of each condition branch in each concerned algorithm is the same. Table IV demonstrates the average number of operations required for demosaicing and zooming a pixel by the three stages in our proposed algorithm. The three stages in Table IV are matched with those in Fig. 2. Table V demonstrates the average number of operations required for demosaicing and zooming a pixel by the six concerned algorithms. Table V indicates that except those of the ADD and ABS operations, our proposed zooming algorithm needs moderate number of the other operations.


Fig. 14. Seven magnified subimages cut from the testing image No. 5. (a) Original full color image and the zoomed images obtained from (b) $A_{1}$, (c) $A_{2}$, (d) $A_{3}$, (e) $A_{4}$, (f) $A_{5}$, and (g) our proposed algorithm.


Fig. 15. Seven magnified subimages cut from the testing image No. 19. (a) Original full color image and the zoomed images obtained from (b) $A_{1}$, (c) $A_{2}$, (d) $A_{3}$, (e) $A_{4}$, (f) $A_{5}$, and (g) our proposed algorithm.

## V. Conclusion

In this paper, a new joint demosaicing and zooming algorithm for mosaic images has been presented. Based on the extracted more accurate edge information and the color difference concept, the proposed joint demosaicing and zooming algorithm for mosaic images is developed. Further, a new refinement method, which combines the concept of the local color ratios and our proposed proper weighting scheme, is proposed to enhance the quality of the zoomed images. Based on twenty-four popular testing mosaic images, experiments have been carried out to

Table V.
AVERAGE NUMBER OF OPERATIONS REQUIRED FOR DEMOSAICING AND ZOOMING A PIXEL IN THE SIX CONCERNED ALGORITHMS.

|  | ADD | MUL | DIV | CMP | ABS |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $A_{1}$ | 102.875 | 27 | 26 | 0 | 4.5 |
| $A_{2}$ | 122.75 | 22 | 45.25 | 0 | 16 |
| $A_{3}$ | 88.25 | 27 | 16.25 | 0 | 0 |
| $A_{4}$ | 81.455 | 14.625 | 9.125 | 5.75 | 21.5 |
| $A_{5}$ | 77.625 | 43 | 6.125 | 22 | 0 |
| Ours | 135.373 | 36.958 | 19.375 | 13.249 | 38 |

demonstrate the quality advantage of our proposed joint demosaicing and zooming algorithm in terms of CPSNR, SCIELAB $\Delta E_{a b}^{*}$ and the color artifacts when compared with several previous zooming algorithms.
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