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a b s t r a c t

For fractal image encoding, based on a special measure called the one-norm of normalized block, this
paper presents a novel kick-out method to discard impossible domain blocks in early stage for the current
range block. It leads to speed up the encoding time. Since our proposed kick-out method is based on Jac-
quin’s full search method, both methods need to search the whole image and the decoded image quality
are the same. Based on five typical testing images, our proposed method has 22% execution time
improvement ratio in average when compared with Jacquin’s full search method. Combining our pro-
posed method with Truong et al.’s DCT inner product method, Lai et al.’s kick-out method, or both meth-
ods, the encoding-time performance can be improved further.

� 2009 Elsevier B.V. All rights reserved.

1. Introduction

Fractal image compression was first proposed by Barnsley [1]
according to the contractive mapping fixed-point theorem and first
realized by Jacquin [2] based on a partitioned iterated function sys-
tem. In fractal image encoding process, for an input range block,
searching the best matched domain block in a large domain pool
is very time-consuming [3]. In order to alleviate this serious encod-
ing-time problem, some efficient fractal encoding methods have
been developed. These encoding algorithms include the parti-
tioned-based approach [3–6], the domain pool selection approach
[3,7], and the search strategy-based approach [4,8–21]. In 2008,
there are three newly published works, Kovács [20] presented a
classification-based fractal image encoding method. Wang and
Wang [21] presented an improved no-search method to reduce
the execution time requirement and increase the decoded image
quality when compared to the quadtree partition scheme. Based
on particle swarm optimization approach, Tseng et al. [19] pre-
sented a fractal encoding method to speed up the encoder 125
times faster with only 0.89 dB decay of image quality in compari-

son to Jacquin’s full search method. Without confusion, Jacquin’s
full search method is also called the full search method for
simplicity.

Although many previous methods do reduce the computation
effort significantly, they may suffer from the degradation of the
reconstructed image quality when compared with the full search
method. Note that although the full search method for fractal im-
age encoding does search the whole image, it has some decoded
image degradation when compared to the original input image. Re-
cently, two computation-efficient fractal encoding methods were
presented by Truong et al.’s DCT inner product method and Lai et
al.’s method. Both methods have the same decoded image quality
as in the full search method since their methods are also based
on the full search method.

In this paper, based on a special measure called the one-norm of
normalized block, we present a novel inequality which can discard
redundant computations involved in the error-term calculation
which is one of the kernel processes in the encoding process. That
is, for each range block, our proposed kick-out method can discard
impossible domain blocks as early as possible in the process for
finding the best matched domain block. Because our proposed
kick-out method is based on the full search method, the proposed
method thus has the same decoded image quality as in the full
search method. Based on five testing images, experimental results
showed that when compared with the full search method, our
proposed method has 22% execution time improvement ratio in
average. In average, combining our proposed method with Truong
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et al.’s method has 56% execution-time improvement ratio; com-
bining our proposed method with Lai et al.’s method has 45.5% exe-
cution-time improvement ratio; combining our proposed method
with both methods has 69.5% execution-time improvement ratio.

The remainder of this paper is organized as follows. In Section 2,
we survey the past three works, the full search method, Truong et
al.’s DCT inner product method, and Lai et al.’s kick-out method. In
Section 3, our proposed kick-out based method is presented.
Experimental results are demonstrated in Section 4. Some conclud-
ing remarks are addressed in Section 5.

2. The past three works

In fractal image compression method, the input image f is first
partitioned into two kinds of basic block units: the nonoverlapping
range blocks, each with size N ¼ n� n, and the overlapping domain
blocks, each with size M ¼ m�m. Suppose the number of range
blocks is NR, then the image f can be expressed by

f ¼
[NR

i¼1

Ri: ð1Þ

The size of a domain block is usually four times that of a range
block, i.e., M ¼ 4N ¼ 2n� 2n. To encode a range block R, each do-
main block in the domain pool is scaled to the size of the range
block. Each pixel value in the contracted domain block can be rep-
resented by the mean of the four neighboring pixel values in the ori-
ginal domain block. Assume that the number of domain blocks is
ND. The set of these ND contracted domain blocks is denoted by
fDiji ¼ 1; . . . ;NDg.

2.1. The full search method by Jacquin

In order to find the best matched domain block in the large do-
main pool for an input range block R, the following error term
should be minimized:

EðR;DiÞ ¼ kR� ðsDi þ oIÞk2 ð2Þ

where the symbol k � k denotes the 2–norm operation, Di is the con-
tracted domain block under one of eight possible isometry transfor-
mations, I represents the constant block whose values are all ones,
and s and o are the contrast and brightness offset parameters,
respectively. The term ðsDi þ oIÞ is an intensity affine mapping to
adjust the contrast and brightness of the block Di. In order to deter-
mine the best matched domain block for an input range block, the
eight isometry transformations consisting of four orientations and
four reflections of each domain block must be considered.

Given a range block R and the corresponding domain block D,
the linear least squares method can be used to determine the con-
trast and brightness offset parameters. Then, the two parameters s
and o can be computed by

s ¼ hR�
�rI;D� �dIi
kD� �dIk2 and o ¼ �r � s�d ð3Þ

where �r and �d represent the mean intensity of the block R and D,
respectively, and the symbol h�; �i denotes the inner product opera-
tion. In order to ensure the convergence in the iterated decoding pro-
cess, the contrast parameter s should satisfy jsj < 1 [3]. Once s and o
are obtained, the error EðR; DÞ can be computed. By o ¼ �r � s�d in (3),
the error EðR; DÞ can be further simplified as follows:

EðR;DÞ ¼ kR� ðsDþ oIÞk2 ¼ kR� �rIk2 � s2kD� �dIk2 ¼ u� s2v:

ð4Þ

The domain block which results in the smallest error from (2) is se-
lected as the best matched block and all the corresponding param-

eters are stored. The encoding parameters include s, o, the location
of the best matched domain block, and the index denoting which
isometry transformation is used. In the decoding process, the stored
parameters are recursively applied to the initial image. Then, the
original image will be reconstructed after a few iterations.

Suppose the input image f is with size 512 � 512 and each
range block is with size 4 � 4. The domain blocks are considered
by sliding a window of size 8 � 8 in a given incremental step hor-
izontally or vertically. If the incremental step is set to 8, we have
ND ¼ ðð512� 8Þ=8þ 1Þ � ðð512� 8Þ=8þ 1Þ ¼ 4096 domain blocks.
Therefore, given an input range block, we need to compute
4096� 8 ¼ 32;768 errors to obtain the best matched block. Since
there are NR ¼ ð512=4Þ � ð512=4Þ ¼ 16;384 range blocks, based
on full search method, we need to compute 536;870; 912ð¼
32;768� 16;384Þ errors to encode the input image and it is very
time-consuming. That is why the encoding time needs to be
improved.

2.2. The DCT inner product method by Truong et al.

In [8], Truong et al. proposed a DCT inner product method to re-
duce the number of isometry transformations from right to two.
The inner product operation in Eq. (3) can be calculated in the
DCT domain as shown below:

dk ¼ hR� �rI;Dk � �dIi ¼ heR;fDki ¼
X7

i¼0

X7

j¼0

eRði; jÞfDkði; jÞ ð5Þ

where eR and fDk indicate the DCT coefficient matrices of R� �rI and
Dk � �dI for the kth isometry transformation for 1 6 k 6 8. Let
aij ¼ eRði; jÞfD1ði; jÞ and bij ¼ eRði; jÞfD1ðj; iÞ, then by (5), it yields to

d1 ¼
X7

i¼0

X7

j¼0

aij; d2 ¼
X7

i¼0

X7

j¼0

ð�1Þiaij

d3 ¼
X7

i¼0

X7

j¼0

ð�1Þjaij; d4 ¼
X7

i¼0

X7

j¼0

ð�1Þiþjaij

d5 ¼
X7

i¼0

X7

j¼0

bij; d6 ¼
X7

i¼0

X7

j¼0

ð�1Þjbij

d7 ¼
X7

i¼0

X7

j¼0

ð�1Þibij; d8 ¼
X7

i¼0

X7

j¼0

ð�1Þiþjbij

ð6Þ

From (6), instead of calculating eight isometry transformations,
only two isometry transformations, d1 ¼

P7
i¼0

P7
j¼0aij and d5 ¼P7

i¼0

P7
j¼0bij, are needed to be computed and the other six isometry

transformations can be obtained easily. The DCT inner product
method has a good computation-saving effect and the same de-
coded image quality as in the full search method.

2.3. Lai et al.’s method

In [11], the authors proposed a fast fractal encoding method
based on kick-out and zero contrast conditions. By (4), it is known
EðR; DÞ ¼ u� s2v. Due to jsj < 1, it yields EðR; DÞ P u� v. Let
EL2ðR; DÞ ¼ u� v, we thus have

EðR;DÞP EL2ðR;DÞ: ð7Þ

For the input range block R, assume that Dmin is the current mini-
mum error. For any domain block D, if the kick-out condition

EL2ðR;DÞP Dmin ð8Þ

is held, it follows that EðR; DÞP Dmin. Therefore, the domain block D
will not be the best matched block to the range block R and it can be
kicked out immediately.
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Besides (8), the zero contrast condition is also used to speed up
the determination of the best matched domain block. From
EðR; DÞ ¼ u� s2v P 0, we have

jsj 6
ffiffiffi
u
v

r
: ð9Þ

If the contrast parameter jsj 6 0:03125, s will be quantized to 0. On
the other hand, whenffiffiffi

u
v

r
< 0:03125; ð10Þ

s is set to 0. Thus, the corresponding error is given by

EðR;DÞ ¼ u: ð11Þ

Lai et al.’s method also has a good computation-saving effect and
has the same decoded image quality as in the full search method.

3. Our proposed kick-out based method

In this section, based on one-norm of normalized block mea-
sure, a new inequality is derived first and it can be used to dis-
card the impossible domain blocks as early as possible in the
search process. The proposed method also keeps the same de-
coded image quality as in the full search method. We will explain
it later.

For an image block X, we denote its normalized block asbX ¼ ðX � �xIÞ=kX � �xIk. The one-norm of the normalized range blockbR is defined as follows:

Fig. 1. Flowchart of the proposed kick-out method.
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Fig. 2. Five testing images: (a) Lena, (b) baboon, (c) F-16, (d) peppers and (e) text.
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kbRk1 ¼
Xn

i¼1

Xn

j¼1

jr̂i;jj ¼
XN

i¼1

jr̂ij ð12Þ

where r̂i denotes the ith element of bR. The normalized one-norm of
the domain block D is denoted by kbDk1. For convenience, ‘‘block”
and ‘‘vector” are used interchangeably throughout this paper.

Before presenting our proposed encoding method, a new
inequality is given below.

Theorem 1. Given a range block R and a domain block D, if
kbRk1 P kbDk1, it yields to

EðR;DÞP kR�
�rIk2

N
jkbRk1 � kbDk1j

2 ð13Þ

where kR��rIk2

N is the variance of R.

Proof. By (3), it is known o ¼ �r � s�d. Let A ¼ R� �rI and B ¼ D� �dI,
then it yields to

EðR;DÞ ¼ kR� ðsDþ oIÞk2 ¼ kR� ðsDþ �rI � s�dIÞk2

¼ kR� �rI � sðD� �dIÞk2 ¼ kA� sBk2
:

Denoting A and B as vectors, we have A ¼ fa1; . . . ; aNg and
B ¼ fb1; . . . ; bNg. By Cauchy inequality, it yields to

N � EðR;DÞ ¼
XN

i¼1

jai � sbij2 �
XN

i¼1

12 P
XN

i¼1

jai � sbij
 !2

P
XN

i¼1

kaij � jsbik
 !2

P j
XN

i¼1

ðjaij � jskbijÞj2:

Due to

jsj ¼ jhR�
�rI;D� �dIij
kD� �dIk2 ¼ jhA; Bij

kBk2 6
kAkkBk
kBk2

and kbRk1 P kbDk1, we have

N � EðR;DÞP j
XN

i¼1

jaij �
kAkkBk
kBk2 jbij

 !
j2 ¼ kAk2j

XN

i¼1

jaij
kAk �

jbij
kBk

� �
j2

¼ kAk2jkbRk1 � kbDk1j
2
:

Equivalently, it yields to

EðR;DÞP kAk
2

N
jkbRk1 � kbDk1j

2 ¼ kR�
�rIk2

N
jkbRk1 � kbDk1j

2
:

We have completed the proof in a straightforward way. h

Let EL1ðR;DÞ ¼ kR��rIk2

N jkbRk1 � kbDk1j
2. For R, assume that Dmin is

the current minimum error. Clearly, for any domain block D, if
kbRk1 P kbDk1 and the inequality

EL1ðR;DÞP Dmin ð14Þ

is held, Theorem 1 implies EðR;DÞ P Dmin. Therefore, the domain
block D will not be the best matched block for R, i.e. it can be dis-
carded immediately. This guarantees that the discarded domain

block D is indeed useless and does not affect the final decoded im-
age quality, so our proposed kick-out method still keeps the same
decoded image quality as in the full search method.

Initially, we compute kcDik1 of each domain block Di for
1 6 i 6 ND. Then, these ND domain blocks are sorted according to
the normalized one-norms in an increasing order. For each range
block R, our proposed kick-out based fractal encoding method is
listed below:

Step 1: For kbRk1, use binary search to find the domain block Dp

such that jkbRk1 � kcDpk1j is minimal. For 1 6 k 6 8, the
eight errors EðR;Dp;kÞ’s for the eight isometry transforma-
tions are computed. The current minimum error Dmin is
set to minkfEðR; Dp;kÞg. We have that Dp is the current best
matched domain block of R. Set q ¼ 1.

Step 2: If p� q < 1 or the domain block Dp�q has been discarded,
go to Step 3.
Step 2.1: By (14), compute EL1ðR;Dp�qÞ. If EL1ðR;Dp�qÞP

Dmin, remove all the domain blocks from Dp�q to
D1 and go to Step 3.

Step 2.2: Compute the error EðR; Dp�q;kÞ for 1 6 k 6 8. If
mink fEðR; Dp�q;kÞg < Dmin, Dmin is set to
minkfEðR; Dp�q;kÞg and Dp�q is the current best
matched domain block of R.

Step 3: If pþ q > ND, go to Step 4.
Step 3.1: Compute the error EðR; Dpþq;kÞ for 1 6 k 6 8. If

mink fEðR; Dpþq;kÞg < Dmin;Dmin is set to
minkfEðR; Dpþq;kÞg and Dpþq is the current best
matched domain block of R.

Step 4: Set q ¼ qþ 1. If (p� q < 1 or Dp�q has been removed) and
ðpþ q > NÞ, stop the search process. Otherwise, go to Step
2.

In Step 2.1, if the domain block Di with i < p satisfies the condi-
tion in (14), Di and Dj with j < i will not be possible best matched
domain blocks, then they can be discarded since

jkbRk1 � kcDjk1jP jkbRk1 � kcDik1j for all j < i: ð15Þ

The flowchart of our proposed kick-out method for finding the best
matched block is depicted in Fig. 1.

4. Experimental results

Five popular 512 � 512 images, Lena image, Baboon image, F16
image, Peppers image, and text image, as shown in Fig. 2, are used
to compare the performance in terms of execution time and de-
coded image quality among the seven concerned fractal image
encoding methods. The seven concerned methods are the full
search method, Truong et al.’s DCT inner product method, Lai et
al.’s method, our proposed method called ‘‘Ours”, the method by
combining Ours and Truong et al.’s method called ‘‘Ours + Truong”,
the method by combining Ours and Lai et al.’s method called
‘‘Ours + Lai”, and combining our proposed method and both meth-
od called ‘‘Ours + Truong + Lai”.

Table 1
Execution time performance comparison for 4 � 4 range block.

Lena Baboon F-16 Peppers Text Average Improvement ratio (%)

Full search 255 256 257 252 279 259.8 0
Truong et al.’s method 165 159 161 165 171 164.2 37
Lai et al.’s method 199 202 192 191 189 194.6 25
Ours 201 213 200 209 123 189.2 27
Ours + Truong 124 128 122 121 70 113 57
Ours + Lai 131 137 134 135 116 130.6 50
Ours + Truong + Lai 79 82 82 81 67 78.2 70

522 H.-N. Chen et al. / Image and Vision Computing 28 (2010) 518–525
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All the concerned methods have been coded in Borland C++
Builder 6 on the 3.0 GHz PC with 1 GB RAM. The execution time
required in each method is measured by seconds. The decoded

image qualities are measured by peak signal-to-noise ratio (PSNR)
and the normalized correlation coefficient (NCC). The PSNR is
defined by

Fig. 3. Five decoded images for range block 4� 4: (a) Lena, (b) baboon, (c) F-16, (d) peppers and (e) text.

H.-N. Chen et al. / Image and Vision Computing 28 (2010) 518–525 523
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Fig. 4. Five decoded images for range block 8� 8: (a) Lena, (b) baboon, (c) F-16, (d) peppers and (e) text.
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PSNR ¼ 10log10
255 � 255 �Mf � NfPMf

x¼1

PNf
y¼1ðf ðx; yÞ � f 0ðx; yÞÞ2

ð16Þ

where Mf � Nf denotes the image size, f ðx; yÞ is the original image
pixel value at position ðx; yÞ, and f 0ðx; yÞ is the corresponding de-
coded image pixel value. The NCC is defined by

NCC ¼
PMf

x¼1

PNf
y¼1f ðx; yÞ � f 0ðx; yÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPMf

x¼1

PNf
y¼1f ðx; yÞ2

q
�
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPMf

x¼1

PNf
y¼1f 0ðx; yÞ2

q ð17Þ

Tables 1 and 2 demonstrate the execution-time performance com-
parison for the seven concerned encoding methods. The decoded
five images are shown in Fig. 3 for 4 � 4 range block. Fig. 4 illus-
trates the decoded five images for 8� 8 range block. The domain
blocks are obtained by sliding a window in the same input image
with the incremental step of eight pixels horizontally or vertically.
In our proposed method, the time required for computing the nor-
malized one-norm of each domain block and the time required for
sorting these normalized one-norms are included in the encoding
time to assure fair comparison. From Tables 1–2, in average, the
encoding time improvement ratios of our proposed method, Truong
et al.’s method, and Lai et al.’s method over the full search method
are 22%, 40.5%, and 22%, respectively. The execution time improve-
ment ratios of Ours + Truong, Ours + Lai, and Ours + Truong + Lai are
56%, 45.5%, 69.5%, respectively. For the same five test images, the
above seven concerned methods have the same decoded image
quality and it is shown in Table 3.

5. Conclusions

In this paper, we have presented the proposed improved fractal
image encoding method. The main contribution of this paper is to
present a new inequality which can be used to eliminate the
impossible domain blocks for the current range block efficiently.
The fractal image encoding process can therefore be speeded up
efficiently. Based on five typical testing images, for 4� 4 and
8� 8 range blocks, our proposed kick-out method has 22% execu-
tion time improvement ratio in average. Further, we investigate
the combined version of our proposed method and Lai et al.’s
method, Truong et al.’s method, or both methods. Experimental re-
sults confirm the computational merits. All the concerned methods
have the same decoded image quality as in Jacquin’s full search
method mentioned in the introduction.

From experimental results, we find that the larger the range
block is, the worse the decoded image quality is; the higher the fre-
quency of the image contents is, the worse the decoded image
quality is. It is a research issue to integrate the fractal encoding
method with the spatial approach and the frequency approach
[22] to alleviate this side-effect. Further, how to include the color
information into the fractal image coding is another interesting re-
search topic.
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Table 2
Execution time performance comparison for 8 � 8 range block.

Lena Baboon F-16 Peppers Text Average Improvement ratio (%)

Full search 211 214 211 211 234 216.2 0
Truong et al.’s method 124 121 118 120 118 120.2 44
Lai et al.’s method 176 178 169 174 175 174.4 19
Ours 176 191 178 172 153 179.25 17
Ours + Truong 96 101 99 95 87 97.75 55
Ours + Lai 128 131 122 138 120 127.8 41
Ours + Truong + Lai 69 72 63 69 59 66.4 69

Table 3
Decoded image quality of the testing images for 4 � 4 and 8 � 8 range block.

Lena Baboon F-16 Peppers Text

4 � 4 PSNR 37.56 30.30 36.44 36.51 29.32
NCC 0.99968 0.99838 0.99979 0.99949 0.99926

8 � 8 PSNR 31.34 23.32 29.22 25.86 18.32
NCC 0.99865 0.99789 0.99886 0.99493 0.99059
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