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#### Abstract

The solution of uniform bicubic B-spline curve/surface fitting problem is considered. Based on the matrix perturbation method, this paper first presents a novel approximate $O(n / p)$ time parallel $B$-spline curve fitting algorithm for finding the corresponding $n$ control points that interpolate those $n$ data points on a linear array processor with $p$ processors, where $p \leq n$. Given $m \times n$ data points, we then present an $O(m n /$ $\left(p_{1} p_{2}\right)$ )-time parallel algorithm for solving the uniform bicubic B-spline surface fitting problem on a $p_{1} \times p_{2}$ mesh-connected computer, where $p_{1} \leq m$ and $p_{2} \leq n$. The relative error analyses of our two stable and cost-optimal parallel solvers are also given. When setting $p_{1}=m$ and $p_{2}=n$, a constant-time parallel solver for B-spline surface fitting can be derived; this time- and cost-optimal result is a direct method, in contrast to the parallel iterative method of Cheng et al. (Parallel B-spline surface interpolation on a mesh-connected processor array, J. Parallel Distrib. Comput. 24, 2 (1995), 224-229). © 1996 Academic Press, Inc.


## 1. INTRODUCTION

Surface fitting is very important in the fields of CAD, CAM, robotic path planning, graphics, pattern recognition, and image processing. Due to the local change property, B-spline surface interpolation is a good fitting tool to construct a smooth surface that fits those given points in the space $[15,2]$. From the viewpoint of filters, finding the control points can be solved by using an inverse filtering operation [17].

Suppose we are given a set of $m \times n$ data points to be interpolated. Based on the Gauss-Seidel iteration method, Ajjanagadde and Patnaik [1] presented the first parallel algorithm to perform uniform bicubic B-spline surface fitting in $O(n+p)$ time using $O(p n)$ processors, where $p$ is the number of iterations specified by the user. Then Cheng and Goshtasby [4] presented another parallel iterative solver based on the SLOR method to find the control points in $O(m \log n)$ time using $O(n)$ processors. Based on the cyclic reduction method [18], Cheng and Goshtasby [5] presented the first logarithmic-time parallel algorithm, which takes $O(\log m+\log n)$ time using $O(m n)$ proces-

[^0]sors. Later, some cost-optimal parallel solvers were presented, where cost is defined to be the product of time and the number of processors used [19]. Using a newly proposed computational model called the mesh-of-unshuffle network, Chung and Lin [7] presented an $O(\log m$ $\log n)$-time parallel algorithm using $O(m n /(\log m \log n))$ processors. On a hypercube network, a similar result was presented by Lin and Chung [20]. Using the pipelining strategy [11], an $O\left(\log n^{\prime}\right)$-time parallel algorithm was presented on the same network with $O\left(m n / \log n^{\prime}\right)$ processors [13], where $n^{\prime}=\max (m, n)$. Cheng et al. [6] presented the first constant-time parallel algorithm on a mesh-connected computer with $O(m n)$ processors based on the Chebyshev iterative method; they also gave the corresponding relative error analysis. Note that their algorithm [6] is time- and cost-optimal.

Based on the matrix perturbation method, this paper first presents a novel approximate $O(n / p)$-time parallel Bspline curve fitting algorithm for finding the corresponding $n$ control points that interpolate those $n$ data points on a linear array processor with $p$ processors, where $p \leq n$. Given $m \times n$ data points, we then present an $O(m n /$ $\left.\left(p_{1} p_{2}\right)\right)$-time parallel algorithm for B -spline surface fitting on a $p_{1} \times p_{2}$ mesh-connected computer, where $p_{1} \leq m$ and $p_{2} \leq n$. The relative error analyses of our two stable and cost-optimal parallel solvers are also given. When setting $p_{1}=m$ and $p_{2}=n$, a time- and cost-optimal parallel solver can be derived; our result is a direct method vs. the result of Cheng et al. [6].

## 2. PARALLEL B-SPLINE CURVE INTERPOLATOR

Suppose we are given a set of 3-dimensional data points, $B_{i}=\left(b_{i}^{(1)}, b_{i}^{(2)}, b_{i}^{(3)}\right)$ for $1 \leq i \leq n$. According to [2, 15], for uniform B-spline curve, each data point can be expressed by a weighted average of three control points: $B_{i}=\frac{1}{6}\left(C_{i-1}+4 C_{i}+C_{i+1}\right), 1 \leq i \leq n$, where $C_{i}=$ $\left(c_{i}^{(1)}, c_{i}^{(2)}, c_{i}^{(3)}\right)$. They form a system of $n$ equations in $n+$ 2 unknowns for all given points. In order to completely solve the system, we need the following two additional equations to specify how the boundary control points are interpolated: $C_{0}=C_{1} ; C_{n+1}=C_{n}$. For simplicity, we only consider $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)^{\mathrm{T}}=\left(b_{1}^{(1)}, b_{2}^{(1)}, \ldots, b_{n}^{(1)}\right)^{\mathrm{T}}$ and $\mathbf{c}=\left(c_{1}, c_{2}, \ldots, c_{n}\right)^{\mathrm{T}}=\left(c_{1}^{(1)}, c_{2}^{(1)}, \ldots, c_{n}^{(1)}\right)^{\mathrm{T}}$ throughout this
section. Thus, the above system of linear equations can be equivalently transformed into

$$
\begin{equation*}
A \mathbf{c}=6 \mathbf{b}, \tag{1}
\end{equation*}
$$

where

$$
A=\left(\begin{array}{cccccc}
5 & 1 & & & & \\
1 & 4 & 1 & & & \\
& \cdot & \cdot & \cdot & & \\
& & & 1 & 4 & 1 \\
& & & & 1 & 5
\end{array}\right)
$$

Our parallel solver consists of three phases called the Toeplitz factorization, the substitution procedure, and the update procedure, respectively. Suppose we have a linear array processor with $p$ processors. Figure 1 shows a linear array processor with four processors, where the processor identity inside the square box denotes the address of the processor. For convenience, suppose $n$ is a multiple of the number of processors used, i.e., $n=p q$. Throughout the remainder of this section, matrices are represented by uppercase letters, vectors by bold lowercase letters, and scalars by plain lowercase letters. The superscript T corresponds to the transpose operation. We now show how each phase can be accomplished on the linear array network in a highly parallel way.

### 2.1. Phase 1: Toeplitz Factorization

Let

$$
\begin{align*}
& A_{q}^{\prime}=\left(\begin{array}{cccccc}
a & 1 & & & & \\
1 & 4 & 1 & & & \\
& \cdot & \cdot & \cdot & & \\
& & & 1 & 4 & 1 \\
& & & & 1 & 4
\end{array}\right)_{q \times q}=L_{q}^{\prime} U_{q}^{\prime},  \tag{2}\\
& L_{q}^{\prime}=\left(\begin{array}{cccccc}
1 & & & & & \\
-b & 1 & & & & \\
& \cdot & \cdot & & & \\
& & & -b & 1 & \\
& & & & -b & 1
\end{array}\right)_{q \times q}, \text { and } \\
& U_{q}^{\prime}=\left(\begin{array}{cccccc}
a & 1 & & & & \\
& a & 1 & & & \\
& & \cdot & \cdot & & \\
& & & & a & 1 \\
& & & & & a
\end{array}\right)_{q \times q}, \tag{7}
\end{align*}
$$

where

$$
\begin{align*}
g_{i} & =z_{i q+1}, h_{i}  \tag{5}\\
g_{p} & =z_{i q}, \quad(2-\sqrt{3}) z_{i q+1}, 1 \leq i \leq p-1, \\
h_{p} & =(3-\sqrt{3}) z_{1} .
\end{align*}
$$

By (4), the solution of $\mathbf{c}$ in (1) will be determined approximately, say, $\mathbf{z}-\mathbf{p}$, in Section 2.3 later, where $A \mathbf{p} \approx g_{p} \mathbf{e}_{n}+$ $h_{p} \mathbf{e}_{1}+\sum_{i=1}^{p-1}\left(g_{i} \mathbf{e}_{i q}+h_{i} \mathbf{e}_{i q+1}\right)$. To estimate the bound of the relative error, we need the following two auxiliary results. Here $\|\bullet\|$ denotes the infinity norm of a vector.

Lemma 1 [13]. If $A \mathbf{x}=\mathbf{b}$, where $A=\left[a_{i j}\right]_{n \times n}$ is a diagonally dominant matrix, then $\|\mathbf{x}\| \leq\left(1 / \min _{1 \leq i \leq n}\left(\left|a_{i i}\right|-\right.\right.$ $\left.\left.\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right|\right)\right)\|\mathbf{b}\|$.
For $A^{\prime}$ in (2), because $\min _{1 \leq i \leq n}\left(\left|a_{i i}\right|-\sum_{j=1, j \neq i}^{n}\left|a_{i j}\right|\right)=2$, we have the immediate result.

Corollary 2 [13]. If $A^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime}$, then $\left\|\mathbf{x}^{\prime}\right\| \leq \frac{1}{2}\left\|\mathbf{b}^{\prime}\right\|$.
From $A_{q}^{\prime} \mathbf{z}^{i}=\mathbf{b}^{i}$ for $0 \leq i \leq p-1$ and by Corollary 2,

$$
\left\|\mathbf{z}^{i}\right\| \leq \frac{1}{2}\left\|\mathbf{b}^{i}\right\| \leq \frac{1}{2}\|\vec{b}\| .
$$

### 2.3. Phase 3: Update Procedure

From (4), the solution of $\mathbf{c}$ in (1) will be determined approximately in this section and only local communica-
tions between adjacent processors on the linear array processor will be needed. Then, the bound of the relative error will be analyzed.

From $a-b=4$ and $-a b=1$, we have $1+4 b+b^{2}=$ 0 . Let $\mathbf{p}_{k}=\underbrace{(0, \ldots, 0,1}_{k}, \underbrace{\left.b, \ldots, b^{t}, 0, \ldots, 0\right)^{\mathrm{T}}}_{n-k}$ and $\mathbf{q}_{k}=$ $(\underbrace{0, \ldots, 0, b^{t}, \ldots, b, 1,}_{k}, \underbrace{0, \ldots, 0)^{\mathrm{T}}}_{n-k}$ for $q \leq k \leq n-q+1$. Here we assume that $q>t$. In addition, we let $\mathbf{p}_{1}=$ $\left(1, b, \ldots, b^{t-1}, b^{t}, 0, \ldots, 0\right)^{\mathrm{T}}$ and $\mathbf{q}_{n}=\left(0, \ldots, 0, b^{t}, b^{t-1}, \ldots, b\right.$, 1) ${ }^{\mathrm{T}}$. Accordingly, we have

$$
\begin{align*}
& A \mathbf{p}_{k}=\mathbf{e}_{k-1}+(2+\sqrt{3}) \mathbf{e}_{k}+b^{t}\left(-b \mathbf{e}_{k+t}+\mathbf{e}_{k+t+1}\right),  \tag{8}\\
& A \mathbf{q}_{k}=b^{t}\left(\mathbf{e}_{k-t-1}-b \mathbf{e}_{k-t}\right)+(2+\sqrt{3}) \mathbf{e}_{k}+\mathbf{e}_{k+1},  \tag{9}\\
& A \mathbf{p}_{1}=(3+\sqrt{3}) \mathbf{e}_{1}+b^{t}\left(-b \mathbf{e}_{t+1}+\mathbf{e}_{t+2}\right),  \tag{10}\\
& A \mathbf{q}_{n}=(3+\sqrt{3}) \mathbf{e}_{n}+b^{t}\left(\mathbf{e}_{n-t-1}-b \mathbf{e}_{n-t}\right) \tag{11}
\end{align*}
$$

By (8), (9), (10), and (11), for $1 \leq i \leq p-1$, we have

$$
\begin{align*}
A\left(u_{i} \mathbf{p}_{i q+1}+v_{i} \mathbf{q}_{i q}\right)= & \left(u_{i}+(2+\sqrt{3}) v_{i}\right) \mathbf{e}_{i q} \\
& +\left((2+\sqrt{3}) u_{i}+v_{i}\right) \mathbf{e}_{i q+1} \\
& +u_{i} b^{t}\left(-b \mathbf{e}_{i q+t+1}+\mathbf{e}_{i q+s+2}\right) \\
& +v_{i} b^{t}\left(\mathbf{e}_{i q-t-1}-b \mathbf{e}_{i q-t}\right),  \tag{12}\\
A\left(u_{p} \mathbf{p}_{1}+v_{p} \mathbf{q}_{n}\right)= & (3+\sqrt{3}) v_{p} \mathbf{e}_{n}+(3+\sqrt{3}) u_{p} \mathbf{e}_{1} \\
& +u_{p} b^{s}\left(-b \mathbf{e}_{t+1}+\mathbf{e}_{t+2}\right) \\
& +v_{p} b^{t}\left(\mathbf{e}_{n-t-1}-b \mathbf{e}_{n-t}\right) . \tag{13}
\end{align*}
$$

Let $u_{i}+(2+\sqrt{3}) v_{i}=g_{i}$ and $(2+\sqrt{3}) u_{i}+v_{i}=h_{i}$ for $1 \leq i \leq p-1 ;(3+\sqrt{3}) v_{p}=g_{p}$ and $(3+\sqrt{3}) u_{p}=h_{p}$, by (5) and (6),

$$
\begin{align*}
& u_{i}=\frac{g_{i}-(2+\sqrt{3}) h_{i}}{-6-4 \sqrt{3}}=\frac{(2+\sqrt{3}) z_{i q}}{6+4 \sqrt{3}}, \\
& v_{i}=\frac{h_{i}-(2+\sqrt{3}) g_{i}}{-6-4 \sqrt{3}}=\frac{2 \sqrt{3} z_{i q+1}-z_{i q}}{6+4 \sqrt{3}}, \\
&  \tag{14}\\
& 1 \leq i \leq p-1,  \tag{15}\\
& u_{p}=\frac{h_{p}}{3+\sqrt{3}}=\frac{3-\sqrt{3}}{3+\sqrt{3}} z_{1}, v_{p}=\frac{g_{p}}{3+\sqrt{3}}=\frac{z_{n}}{3+\sqrt{3}} .
\end{align*}
$$

Let

$$
\begin{equation*}
\mathbf{p}=\left(u_{p} \mathbf{p}_{1}+v_{p} \mathbf{q}_{n}\right)-\sum_{i=1}^{p-1}\left(u_{i} \mathbf{p}_{i q+1}+v_{i} \mathbf{q}_{i q}\right) \tag{16}
\end{equation*}
$$

by (12), (13), (14), and (15), we have $A \mathbf{p} \approx g_{p} \mathbf{e}_{n}+$ $h_{p} \mathbf{e}_{1}+\sum_{i=1}^{p-1}\left(g_{i} \mathbf{e}_{i q}+h_{i} \mathbf{e}_{i q+1}\right)$. Recall that the solution of $\mathbf{c}$ in (1) is determined approximately by $\mathbf{c}=\mathbf{z}-\mathbf{p}$; then we have the bound of the corresponding relative error.
Theorem 3 [13]. Let $\overline{\mathbf{c}}=A^{-1} \mathbf{b}$; i.e., let $\overline{\mathbf{c}}$ be the exact solution of $A \mathbf{x}=\mathbf{b}$; then

$$
\left\|A_{n} \mathbf{c}-\mathbf{b}\right\| \leq 0.173 \mid b^{t}\| \| \mathbf{b} \| \text { and } \frac{\|\mathbf{c}-\overline{\mathbf{c}}\|}{\|\overline{\mathbf{c}}\|} \leq 0.519\left|b^{t}\right| .
$$

The above three-phase parallel algorithm for solving (1) can be written as follows, where the $i$ th, $0 \leq i \leq p-1$, processor in the linear array processor returns the partial solution vector $\mathbf{c}^{i}$.

## Algorithm 1

FOR $i:=0$ TO $p-1$ DO IN PARALLEL
(1) Solve $A \mathbf{z}^{i}=\mathbf{b}^{i}$;
(2) Evaluate $u_{i}, v_{i+1}$;
(3) $\mathbf{c}^{i} \leftarrow \mathbf{z}^{i}-u_{i}\left(1, b, b^{2}, \ldots, b^{\mathrm{t}}, 0, \ldots, 0\right)^{\mathrm{T}}-v_{i+1}(0, \ldots, 0$, $\left.b^{t}, \ldots, b^{2}, b, 1\right)^{\mathrm{T}}$;

## END

Following the above algorithm, the parallel pseudo code performed by processor (node) $i, 0 \leq i \leq p-1$, is referred to [13]. Since each processor wants to solve a small linear system of size $O(n / p)$ and only local communications between adjacent processors on the linear array processor are needed, we have the following result.

Theorem 4. Given $n$ data points, the uniform $B$-spline curve fitting problem can be solved in $O(n / p)$ time on the linear array processor with $O(p)$ processors; the relative error is $\leq 0.519(2-\sqrt{3})^{t}$ for $t<n / p$.

When setting $p=O(n)$, a constant-time parallel algorithm for B-spline curve fitting is obtained. However, it is a tradeoff between the time needed and the relative error desired.

We have presented the parallel B-spline curve fitting on the linear array processor. The next section will extend this result to solve the B-spline surface fitting on the meshconnected computer and derive the corresponding relative error.

## 3. PARALLEL B-SPLINE SURFACE INTERPOLATOR

Suppose we are given a set of 3-dimensional points, $B_{i, j}=\left(b_{i, j}^{(1)}, b_{i, j}^{(2)}, b_{i, j}^{(3)}\right)$ for $1 \leq i \leq m, 1 \leq j \leq n$. The uniform bicubic B-spline surface for interpolating these $m \times n$ data points consists of $(m-1) \times(n-1)$ patches $S_{i, j}(u, v)$ for $0 \leq u, v<1,1 \leq i \leq m-1$, and $1 \leq j \leq n-1$. Each patch is defined by a bicubic polynomial $s_{i, j}(u, v)=$ (1/36) $\left[u^{3}, u^{2}, u, 1\right] N Q_{i, j} N^{t}\left[v^{3}, v^{2}, v, 1\right]^{t}$, where

$$
\begin{aligned}
N & =\left(\begin{array}{rrrr}
-1 & 3 & -3 & 1 \\
3 & -6 & 3 & 0 \\
-3 & 0 & 3 & 0 \\
1 & 4 & 1 & 0
\end{array}\right) \text { and } \\
Q_{i, j} & =\left(\begin{array}{cccc}
C_{i-1, j-1} & C_{i-1, j} & C_{i-1, j+1} & C_{i-1, j+2} \\
C_{i, j-1} & C_{i, j} & C_{i, j+1} & C_{i, j+2} \\
C_{i+1, j-1} & C_{i+1, j} & C_{i+1, j+1} & C_{i+1, j+2} \\
C_{i+2, j-1} & C_{i+2, j} & C_{i+2, j+1} & C_{i+2, j+2}
\end{array}\right),
\end{aligned}
$$

where $C_{i, j}=\left(c_{i, j}^{(1)}, c_{i, j}^{(2)}, c_{i, j}^{(3)}\right), 0 \leq i \leq m+1,0 \leq j \leq n+$ 1 , are the control points of the surface to be determined. Our task is to compute these control points.

Each data point can be expressed by a weighted average of nine control points: $B_{i, j}=(1 / 36)\left(C_{i-1, j-1}+4 C_{i, j-1}+\right.$ $C_{i+1, j-1}+4 C_{i-1, j}+16 C_{i, j}+4 C_{i+1, j}+C_{i-1, j+1}+4 C_{i, j+1}+$ $\left.C_{i+1},{ }_{j+1}\right)$ for $1 \leq i \leq m, 1 \leq j \leq n$. They form a system of $m n$ equations in $(m+2)(n+2)$ unknowns. In order to completely solve the system, commonly we need the following $2(m+n+2)=(m+2)(n+2)-m n$ additional equations to specify how the boundary control points are interpolated: $C_{0, j}=C_{1, j} ; C_{m+1, j}=C_{m, j}, 1 \leq j \leq n ; C_{i, 0}=$ $C_{i, 1 ;} C_{i, n+1}=C_{i, n}, 0 \leq i \leq m+1$. For simplicity, we only consider $B_{i, j}=b_{i, j}^{(1)}, 1 \leq i \leq m$ and $1 \leq j \leq n$. Throughout the remainder of this section, matrices are also represented by uppercase letters, vectors by bold lowercase letters, and scalars by plain lowercase letters. The superscript T corresponds to the transpose operation. That is, we consider the given set of data points

$$
\begin{aligned}
\mathbf{b}^{\mathrm{T}}= & 36\left(b_{1,1}^{(1)}, b_{1,2}^{(1)}, \ldots, b_{1, n}^{(1)}, b_{2,1}^{(1)}, b_{2,2}^{(1)}, \ldots, b_{2, n}^{(1)}, \ldots,\right. \\
& \left.b_{m, 1}^{(1)}, b_{m, 2}^{(1)}, \ldots, b_{m, n}^{(1)}\right) \\
= & \left(b_{1,1}, b_{1,2}, \ldots, b_{1, n}, b_{2,1}, b_{2,2}, \ldots, b_{2, n}, \ldots,\right. \\
& \left.b_{m, 1}, b_{m, 2}, \ldots, b_{m, n}\right)
\end{aligned}
$$

and the corresponding control points (to be determined)

$$
\begin{aligned}
\mathbf{c}^{\mathrm{T}}= & \left(c_{1,1}^{(1)}, c_{1,2}^{(1)}, \ldots, c_{1, n}^{(1)}, c_{2,1}^{(1)}, c_{2,2}^{(1)}, \ldots, c_{2, n}^{(1)}, \ldots,\right. \\
& \left.c_{m, 1}^{(1)}, c_{m, 2}^{(1)}, \ldots, c_{m, n}^{(1)}\right) \\
= & \left(c_{1,1}, c_{1,2}, \ldots, c_{1, n}, c_{2,1}, c_{2,2}, \ldots, c_{2, n}, \ldots\right. \\
& \left.c_{m, 1}, c_{m, 2}, \ldots, c_{m, n}\right) .
\end{aligned}
$$

Employing those additional boundary conditions, our task becomes to solve $B \mathbf{c}=\mathbf{b}$, where $B$ is a block tridiagonal matrix of the following form:

$$
B_{m n \times m n}=\left(\begin{array}{cccccc}
5 A_{n} & A_{n} & & & & \\
A_{n} & 4 A_{n} & A_{n} & & & \\
& \cdot & \cdot & \cdot & & \\
& & \cdot & \cdot & \cdot & \\
& & & \cdot & \cdot & \cdot \\
& & & A_{n} & 4 A_{n} & A_{n} \\
& & & & A_{n} & 5 A_{n}
\end{array}\right)_{m \times m}
$$

Since $B$ can be factorized into $B=C D$, where
 and

$$
D=\left(\begin{array}{rrrrrrr}
5 I_{n} & I_{n} & & & & & \\
I_{n} & 4 I_{n} & I_{n} & & & & \\
& \cdot & \cdot & \cdot & & & \\
& & \cdot & \cdot & \cdot & & \\
& & & \cdot & \cdot & \cdot & \\
& & & & I_{n} & 4 I_{n} & I_{n} \\
& & & & & I_{n} & 5 I_{n}
\end{array}\right)_{m \times m}
$$

the above system, $B \mathbf{c}=\mathbf{b}$, can be transformed into

$$
\begin{align*}
A_{n \times n} \mathbf{h}^{(i)} & =\mathbf{b}^{(i)} \text { for } 1 \leq i \leq m,  \tag{17}\\
A_{m \times m} \mathbf{c}^{[j]} & =\mathbf{h}^{[j]} \text { for } 1 \leq j \leq n, \tag{18}
\end{align*}
$$

where

$$
\begin{aligned}
\mathbf{h}^{\langle i\rangle}= & \left(h_{i, 1}, h_{i, 2}, \ldots, h_{i, n}\right)^{\mathrm{T}}, \mathbf{b}^{(i)}=\left(b_{i, 1}, b_{i, 2}, \ldots, b_{i, n}\right)^{\mathrm{T}} \\
& \text { for } 1 \leq i \leq m, \\
\mathbf{c}^{[j]}= & \left(c_{1, j}, c_{2, j}, \ldots, c_{m, j}\right)^{\mathrm{T}}, \mathbf{h}^{[j]}=\left(h_{1, j}, h_{2, j}, \ldots, h_{m, j}\right)^{\mathrm{T}}
\end{aligned}
$$

$$
\text { for } 1 \leq j \leq n \text {. }
$$

Therefore, B-spline surface interpolation becomes a two-part process, namely, solving the $m$ special tridiagonal systems in (17) for $\mathbf{h}^{\text {iो }}, 1 \leq i \leq m$, first and then solving the $n$ tridiagonal systems in (18) for $\mathbf{c}^{[j]}, 1 \leq j \leq n$. We now present the parallel algorithm for B-spline surface fitting on a mesh-connected computer. The mesh-connected computer with $p_{1} \times p_{2}$ processors is shown in Fig. 2 , where all the rows and columns are linear array processors. For simplicity, suppose $m=p_{1} q_{1}$ and $n=p_{2} q_{2}$.

The linear array processor in row $j, 0 \leq j \leq p_{1}-1$, is responsible for solving $A_{n \times n} \mathbf{h}^{\langle k\rangle}=36 \mathbf{b}^{(k\rangle}$ for $j q_{1}+1 \leq k \leq$ $(j+1) q_{1}$ by applying Algorithm $1 q_{1}$ times. Since each system $A_{n \times n} \mathbf{h}^{(i\rangle}=\mathbf{b}^{(i)}$ can be solved in $O\left(n / p_{2}\right)$ time, totally it takes $O\left(m n /\left(p_{1} p_{2}\right)\right)$ time for solving (17) and it gives $\left\|A_{n \times n} \mathbf{h}^{(i)}-\mathbf{b}^{(i)}\right\| \leq 0.173\left|b^{t}\right|\left\|\mathbf{b}^{(i)}\right\|$. Therefore, we have
and $A_{n}$ has been defined in (1).

$$
\|C \mathbf{h}-\mathbf{b}\| \leq 0.173\left|b^{t}\right| \max _{1 \leq i \leq m}\left\|\mathbf{b}^{(i)}\right\|=0.173 \mid b^{t}\| \| \mathbf{b} \| .
$$



FIG. 2. A mesh-connected computer with $4 \times 4$ processors.

In contrast, the linear array processor in column $j, 0 \leq$ $j \leq p_{2}-1$, is responsible for solving $A_{m \times m} \mathbf{c}^{[k]}=\mathbf{h}^{[k]}$ for $j q_{2}+1 \leq k \leq(j+1) q_{2}$ by applying Algorithm $1 q_{2}$ times. Each system $A_{m \times m} \mathbf{c}^{[i]}=\mathbf{h}^{[i]}$ can be solved in $O\left(m / p_{1}\right)$ time, so it takes $O\left(m n /\left(p_{1} p_{2}\right)\right)$ time in total to solve (18). We have $\left\|A_{m \times m} \mathbf{c}^{[j]}-\mathbf{h}^{[j]}\right\| \leq 0.173\left|b^{t}\right|\left\|\boldsymbol{h}^{[j]}\right\|$. Then we have

$$
\|D \mathbf{c}-\mathbf{h}\| \leq 0.173\left|b^{t}\right| \max _{1 \leq j \leq n}\left\|\mathbf{h}^{[j]}\right\|=0.173 \mid b^{t}\| \| \mathbf{h} \| .
$$

Because of $\|C \mathbf{h}-\mathbf{b}\| \leq 0.173\left|b^{t}\right|\|\mathbf{b}\|,\|D \mathbf{c}-\mathbf{h}\| \leq 0.173\left|b^{t}\right|$ $\|\mathbf{h}\|$, and $\|C\| \leq 6$, it follows that

$$
\begin{aligned}
\|C \mathbf{h}\| & \leq\|C \mathbf{h}-\mathbf{b} \mid+\| \mathbf{b} \| \\
& \leq\left(1+0.173\left|b^{t}\right|\right)\|\mathbf{b}\| \\
\|\mathbf{h}\| & \leq \frac{1}{2}\|C \mathbf{h}\| \\
& \leq \frac{1+0.173\left|b^{t}\right|}{2}\|\mathbf{b}\| \\
\|B \mathbf{c}-\mathbf{b}\| & =\|C D \mathbf{c}-\mathbf{b}\| \\
& \leq\|C\|\|D \mathbf{c}-\mathbf{h}\|+\|C \mathbf{h}-\mathbf{b}\| \\
& \leq 6 \times 0.173\left|b^{t}\right|\|\mathbf{h}\|+0.173\left|b^{t}\right|\|\mathbf{b}\| \\
& \leq 0.173\left|b^{t}\right|\left[3\left(1+0.173\left|b^{t}\right|\right)+1\right]\|\mathbf{b}\| .
\end{aligned}
$$

By $\overline{\mathbf{c}}=B^{-1} \mathbf{b}$ and Corollary 2, we have

$$
\|\mathbf{c}-\overline{\mathbf{c}}\| \leq \frac{1}{2}\|D \mathbf{c}-D \overline{\mathbf{c}}\| \leq \frac{1}{4}\|C D \mathbf{c}-C D \overline{\mathbf{c}}\|=\frac{1}{4}\|B \mathbf{c}-\mathbf{b}\|
$$

and

$$
\|\mathbf{b}\|=\|B \overline{\mathbf{c}}\| \leq\|B\|_{\infty}\|\overline{\mathbf{c}}\|=36\|\overline{\mathbf{c}}\| .
$$

Combining the above two inequalities, we have

$$
\begin{aligned}
\|\mathbf{c}-\overline{\mathbf{c}}\| & \leq \frac{1}{4}\|B \mathbf{c}-\mathbf{b}\| \\
& \leq \frac{0.173}{4}\left|b^{t}\right|\left[3\left(1+0.173\left|b^{t}\right|\right)+1\right]\|\mathbf{b}\| \\
& \leq 0.173 \times 9\left|b^{t}\right|\left[3\left(1+0.173\left|b^{t}\right|\right)+1\right]\|\overline{\mathbf{c}}\|,
\end{aligned}
$$

that is, $\|\mathbf{c}-\overline{\mathbf{c}}\| / /|\overline{\mathbf{c}} \| \leq 1.557| b^{t} \mid\left[3\left(1+0.173\left|b^{t}\right|\right)+1\right]$.

To save space, we omit the parallel pseudo code for Bspline surface fitting. Finally, we have the main result.

Theorem 5. Given $m \times n$ data points, the uniform $B$ spline surface fitting problem can be solved in $O\left(m n /\left(p_{1} p_{2}\right)\right)$ time on the mesh-connected computer with $O\left(p_{1} p_{2}\right)$ processors; the relative error is $\leq 1.557\left|(2-\sqrt{3})^{t}\right|[3(1+0.173 \mid$ $\left.(2-\sqrt{3})^{t} \mid\right)+1$ ] for $t<\min \left(m / p_{1}, n / p_{2}\right)$.

When setting $p_{1}=m$ and $p_{2}=n$, a constant-time parallel solver for B -spline surface fitting can be obtained.

## 4. CONCLUSIONS

The significance of B -spline surface fitting is due to its popular use in the areas of computer graphics, CAD, CAM, image processing, etc. Our main contribution is to present a novel approximate parallel algorithm for solving B-spline interpolation problem and to show that on the mesh-connected computer with $O\left(p_{1} p_{2}\right)$ processors, our algorithm can be performed in $O\left(m n /\left(p_{1} p_{2}\right)\right)$ time. The relative error analyses have also been given.

Using the same matrix perturbation method proposed in this paper and the Sherman-Morrison formula [3], the product-expansion based vectorized algorithms for solving B-spline curve and surface fitting were presented in [8, 9, 10]. The extension to solve the special tridiagonal systems has been developed in [23, 14]. Further, our parallel algorithm can be applied to solve the closed B-spline surface fitting problem on a torus (wraparound mesh) multiprocessor directly. In addition, the results of this paper can also be applied to solve the diagonally dominant block tridiagonal system to achieve better performance.

It is interesting to employ the other parallel tridiagonal solvers [21, 22] to handle the same surface fitting problem.
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